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Abstract

Use of inverters to interconnect to the grid has become idasl for a number of power
quality, regenerative motor drive and distributed genenaapplications. The design of
passive filters for such converters has not received as nttettian as that for control
and operation of the semiconductor switches. Traditigrthkese filters have been first
order inductive chokes. Design of filters used in grid-canee inverter applications in-
volves a large number of constraints. The filter requiresare driven by tight tolerances
of standards such as IEEE 519-1992—-IEEE Recommendedd@&setnd Requirements
for Harmonic Control in Electrical Power Systems and IEEBA.2-2008—IEEE Appli-
cation Guide for IEEE Std. 1547-2003, IEEE Standard forrbuenecting Distributed
Resources with Electric Power Systems. Higher order LCérilare essential to achieve
these regulatory standard requirements at compact size@iglit. This objective of this
report is to evaluate design procedures for such higher &@ek filters and to provide
insight into methodologies for improved filter design.

The initial configuration of the third order LCL filter is delgd by the frequency
response of the filter. The design equations are developeeériunit basis so results
can be generalized for different voltage and power levelee ffequency response is
decided by IEEE specifications for high frequency currgmple at the point of common
coupling. The appropriate values of L and C are then designeldconstructed. Power
loss in individual filter components is modelled by analgtiequations and an iterative
process is used to arrive at the most efficient design. @iffecombinations of magnetic
materials (ferrite, amorphous, powder) and winding typesar{d wire, foil) are designed
and tested to determine the most efficient design. The haospactrum, power loss and
temperature rise in individual filter components is presticanalytically and verified by
actual tests using a 3-phase 10 kVA grid connected PWM ctewveetup.

Experimental results of filtering characteristics show adymatch with analysis in
the frequency range of interconnected inverter applioatid he design process is stream-
lined for the above specified core and winding types. Theuwdutprmonic current spec-
trum is sampled and it is established that the harmonics ithemhe IEEE recommended
limits. The analytical equations predicting the power lasgl temperature rise are ver-
ified by experimental results. Based on the findings, new L@erfcombinations are
formulated by varying the ndtp, to achieve the highest efficiency while still meeting
the recommended IEEE specifications.Thus a design proeechich can enable an en-
gineer to design the most efficient and compact filter thaiatsmmeet the recommended
guidelines of harmonic filtering for grid-connected coreeapplications is established.



Compared to the inductive filter use of an LCL filter can leatkpnance. It has been
shown that one can design effective resonance suppresgibotb active and passive
methods. Methods to evaluate the ability for suppressioasiinance has been confirmed
with experimental results. Experimental results carriet ino using closed loop grid
interactive control confirm the design procedure for resgpadamping in LCL filters.
The ability to design smaller filters that meet high perfoncgrequirements leads to a
cost effective filtering solution for grid connected higaduency power converters.
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Preface

Background

High energy prices and environmental concerns are drinegsearch for alternative re-
newable energy sources. Simultaneously, rising cost amghlexity in existing electricity
distribution systems, and the inability of current systéonserve remote areas reliably has
led to search for alternate distribution methods. One weigblution is use of renewable
energy sources directly at point of load, which is termed &$ributed Generation(DG).
Most renewable sources of energy, like wind, solar etc.ijraegfaced to the existing elec-
tric grid by a power converter. This eliminates the transmis and distribution losses
and improves reliability of the grid power supply. But usepoiver converters will also
introduce undesirable harmonics that can affect neartislaathe point of common cou-
pling to the grid. Hence, all such converters have a filter toimmze these harmonics to
acceptable levels.

The present work is on design of such filters for high powefs(1® 100’s of kVA)
pulse width modulated high power voltage source convefteigrid-connected converter
applications. The conventional method to interface theswerters to grid is through a
simple first order low-pass filter, which is bulky, inefficteemd cannot meet regulatory
requirements such as IEEE 512-1992 and IEEE 1547-2008. dakof this report is
the design of efficient, compact higher order filters to atéga the switching harmonics
at the point of interconnection to the grid to meet the rezuent of DG standards of
interconnection.

Organization of the report

The filter design analysis is logically arranged into siX sehtained chapters featuring
filter component parameter selection, analysis and indu&sign process. The concern



of grid interactive operation due to resonance in the filkethen addressed. The last
chapter reports the experimental results that were usedligate the design assump-
tions. Filter design is normally an iterative proceduree Tast chapter demonstrates that
tradition design rules can lead to a bulky and inefficiengfilt

Transfer Function Analysis This chapter takes a top-level system level approach to fil-
ter design. The factors which affect the initial selectidrine LCL filter param-
eters include IEEE recommended limits on high frequencyecrripple, closed
loop operation requirements of a grid connected filter, ENBring, power system
fault ride-through requirements etc.. The filter paransetdtained at the end of
the chapter satisfy all the hard constraints of a high poweverter interfaced to
the grid. The subsequent chapters deal with the actualrcmtisin and efficiency
optimization of the filter.

Filter Component Construction This chapter is focused on the design and construction
of the individual components of the LCL filter. The designteicjues to accurately
build an inductor of required inductance are discussed taildérhe familiar area
product approach for inductor design is modified and incafeal into new meth-
ods which are more accurate and material specific. The ptegbf construction
for three different magnetic materials -Ferrite, Amorpsiand Powder is discussed.
Finally, capacitors and resistors suited for for high pofilegr applications are in-
troduced.

Simulation Using FEA Tools Modelling and simulation of the filter inductors using Fi-
nite Element tools are described here.The tools used areMFEiMI MagNet. In-
ductance values, plots of flux lines and flux density in theugtdr core are shown
in the results. Results of Finite Element Analysis of theefilhnductors and mea-
surement of air gap and core flux density in the actual inds@ce available in this
section.

Power Loss and Heating Effectsin this chapter the filter parameters obtained from the
previous chapter are examined from the point of view of efficy and temperature
rise. This efficiency and temperature optimization becongéli significant as
recent trends suggest that more switching power conveatérngher power ratings
are connected to the grid. This chapter derives the equsttan describe the power
loss in inductors at high frequency operation. Finallynpiples of heat transfer are
used to estimate the surface temperature of inductors. ftive eesign procedure
can be validated from the expected temperature rise of thector.



Grid Interactive Operation and Active Damping This chapter discuss the methods that
can be used for actively damping resonances in LCL filterstatesspace based
control design is shown to have better performance. Thepaegnce of the active
damping controller is experimentally verified by operatthg power converter in
grid interactive manner.

Results and Optimized LCL Filter Design This chapter reports the experimental re-
sults that are used to verify the filter design model. All aspef the design process
are tested, with special emphasis placed on harmonic respom efficiency of the
constructed filter components. The designed and actualurezasnts are com-
pared to verify the validity of the design assumptions. Tothle contribution of
this report is formulation of new LCL filter combinations bgirying the net_p, to
achieve the highest efficiency while still meeting the reoctended IEEE specifi-
cations.
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Chapter 1

Transfer Function Analysis

1.1 Introduction

This chapter focuses on the design procedures to implemé&x &nd LCL filters for grid
connected inverter applications. The design calculattmadased on per-unit values, so
the results obtained are generalized for any applicatiopdwer levels ranging from 10’s
of kW upto 100’s of kW. The procedure for passive damping umed resonance in the
third order filters is also discussed in detail.

1.2 Starting assumptions

There are certain simplifying assumptions that are madedtyse the frequency charac-
teristics of the grid connected low pass filter. The assumngtare made to keep the initial
design analysis simple. These constraints are subseguelatked later in the course of
the discussion for a more accurate analysis.

¢ All filter elements are considered ideal, i.e no winding s&sice, inter-turn/inter-
winding capacitance in case of inductor, and no equivalemnes resistance, para-
sitic inductance in case of capacitor.

e Grid is considered as an ideal voltage source, i.e zero iampE] and supplying
constant voltage/current at fundamental (50Hz) frequenhbis is a reasonable as-
sumption since any impedance at the grid can be lumped watbutput impedance
of the filter. We can see later that this assumption is alstfipide based on per



2 Transfer Function Analysis

unitized impedance calculations of grid interconnection.

e The filter design procedure is appropriate for grid conre&&/M voltage-source
inverters or matrix converters. Current source invertegsat considered.

e The design procedure assumes only grid connected mode i@ftmpre Stand alone
converter applications are only briefly discussed.

1.3 Per unit system

The per unit system is used to represent the voltage, culk®At frequency and other
electrical parameters. All the design equations are espte per unit basis of the
converter rating. The advantage of the per unit method iswheacan generalize the
design procedure for a wide range of power levels and foewdfit applications. This
also makes the design procedure compatible with the gricepewstem ratings where
most impedances are usually expressed in per unit basis.

1.3.1 Base parameters

The per unit system followed here is based on the volt amnegrof the power con-
verter. The line to neutral output voltayey is the base voltage and the 3 phase KVA
rating KV Agy is the base volt ampere. The fundamental frequency of 50kribase
frequency.

Vbase: VIN (1-1)
KV Agypase = 3@Power rating (1.2)
lpu= lactual _ KV Agg(pu (1.3)
Ibase Vpu
Vi
Zbase: Ib_ase (1-4)
base
V,
Zpu= I—p“ (1.5)
pu
Zbase
L =— 1.6
base 27bease ( )
L
Lpu _ actual _ Zpu (1.7)
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1
= 1.8
Coase ZpaseX 2T fpase (18)
Cactual 1
Cou= = — 1.9
PH Cbase Zpu ( )

The per unit system can be easily extended to other parasridderdc bus voltage and
switching frequency.

Vdc
Vdc(pu) = Voase (1.10)
f _ fow (1.11)
swpu) — fbase .

1.3.2 DC voltage per unit

A single leg of a three-phase inverter can be representedaagnsin Fig 1.1. The in-
verter voltage and current are represented; ag and the grid voltage and current are
represented ag andig.

+

= L
L
Ve 0 ~\ ‘$ ' Y
¥ ) + . —_—
\Y/

1]
1
<
I
<
@
©<

Figure 1.1: Equivalent circuit of one leg of voltage soumeerter

The DC bus voltage can be expressed in per unit of grid voltegending on the
configuration of the inverter and whether reactive power pensation is required. We
can define the dc bus voltayg. in terms of pole voltag®;. The pole voltage in turn
can be defined based on the base voltdge Vhase The assumptions are that the grid
voltage can have a maximum variation-610%, and the pole voltage will be reduced
by 5% because of dead band switching requirement. We areadism into account the
voltage drop due to a series filter, which usually will notexd 10% of the inverter pole
voltage.
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Topology 1

Figure 1.2: Different configurations of single phase ingest

For the single phase topologies shown in Fig 1.2 (Topology 1)

V%C — V= Vhasex V2x 1L1x 1.05% 1.1 (1.12)

Similarly for Topology 2,

Vge=Vi = VhaseX V2 x 1.1 x 1.05x 1.1 (1.13)

For the three phase topology shown in fig 1.3, the pole voltageepends on the
modulation method. In case of sine-triangle modulatioa dbak pole voltage amplitude
(in case of linear modulation) is

Vi = my-ge (1.14)
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wheremy is the modulation index. So the maximum DC bus voltage wilMbenm, = 1.

V%C — V= Vhasex V2 x 1L1x 1.05% 1.1 (1.15)

In case of space vector modulation used g 3wire power converter, the maximum
magnitude of the voltage space vectooi3 coordinates is,

In three phase basis, the pole voltage will be

2 Vdc

Vet =—2==V, =V, 2x1.1x105x11 1.17
3 ref V3 i baseX V2 x X X ( )
Topology 3
i
1 g L
—_ \v: — Y
Y Y
Vie 0 \i M PV N é
1 Vg i

Figure 1.3: Three phase inverter configuration

1.3.3 \oltage and current ripple per unit

The per unit system is most useful to represent voltage arrérduripple at switching
frequency in terms of the base parameters. From Fig 14if, is the peak to peak
ripple current in the inductor, then

Sig

Sirms = ——P 1.18
rms 2\/§ ( )
i gy = 21rms (1.19)
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Figure 1.4: Voltage and current across filter inductor

The pole voltage is a combination of sinusoidal voltage adamental frequency
along with harmonic voltages at various higher frequenciesluding switching fre-
quency. The rms of the harmonic voltages varies with the raidimn method. We are
assuming that the modulation method used is sine-triangléufation. This assump-
tion can be justified as this modulation method gives higimiaaric voltages compared
to any other advanced modulation methods, and if the dedifiter can pass filtering
criterion with this modulation method, it will satisfy thdtéring requirements for any
other advanced modulation method. But this assumptioradgdl give a bigger filter than
required if the modulation method is more sophisticated.

The grid voltage is assumed vary from -20% to +10%.
0.8Vg < Vg < 1.1V (1.20)

whereVy = Vhase=1 pu. Assuming a 10% drop in the series filter inductor, theatian
in pole voltage will be

Vi) = 1.1V (1.21)

Since the control algorithm has to supply constant rateceatiat the inverter terminals
even with this variation in grid voltage, the correspondiagge of modulation indemy,
can be calculated.

Vi(py V2

Vie(py)
2

(1.22)

Vi(puy) @andVyq(py) can be substituted from Eqgns (1.21) and (1.15). The rang@dtifation
index to supply rated current for grid voltage variationigeg in Table 1.1
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As described earlier, the inverter pole voltage is a contlmnaf fundamental voltage
and harmonic voltages at various higher frequencies. Bynaisg) that the most dominant
harmonic voltage is at switching frequency, we can write'the value of the inverter pole
voltage as

Vi%rms) = Vi%SO) +Vi%fsw) (1.23)

whereVsg) is the rms value of the fundamental voltage at 50Hz ¥pd,, is the rms
value of the switching frequency harmonic voltage. FromER it is clear that the total
rms value of the inverter pole voltageMgms = Vyc/2. The rms value of the fundamental
depends on the modulation index.

1 Vy 2
V2 = (7270%) (1.24)

Hence we can find the switching frequency ripple voltagernmsof the rms pole voltage
and modulation index.

2 2 2
Vi(fsw) :Vi(rms) _Vi(50) (1.25)
VZ 1VE
2 d d
Vo = 8 - ~“den2 (1.26)
Vdc I’T‘|2
Vigtsw = = \/ 1= 7"" (1.27)

For the range ofn, from Table 1.1, the range ® ¢y is

0.739\%: < 0.791\%C < 0.872\%: (1.28)
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Vief ™~
~ -’
Viri—
Vpole
Voc
2
~Vbc
2

Figure 1.5: Sine triangle pulse width modulation

Min Nominal Max

Vgpu 0.8 1 11
Vipy =11Vpy 088 11 121
V2
My = 2 0693 0.866 0.952
dc(pu)

\/1- % 0.793 0.791 0.872

Table 1.1: Effect of amplitude modulation index on switahfrequency ripple

1.4 L filter
sL -
) Q Y
INVERTER GRID

Figure 1.6: L filter inserted between active front end and gri

The design of an L filter is based on the current ripple at $wiig frequency that is
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present in the PWM output.

+ +
Vo Ve
2 2
\ + _ + _
SN SN\
— L g é — L g
- Vg - Vg
Ve l Vdc
2 1 2 1

(@) (b)

Figure 1.7: Voltage across L iy, andTos ¢

If we consider one single switching cycle of the inverteonfrFig 1.7(a), duringion

Olp—p _Vic (1.29)

L =

and duringTy¢+, Fig 1.7(b)

Sip_ V,
PP _ ey, (1.30)

L —
Totf 2

wherevg = Vnsinwt, andTon + Tot t = Tsw. Since the modulation method is sine triangle
modulation, the duty rati® is
. Vmsinot Vg

=05+~ (1.31)

D=05 .
Vdc Vdc

So from equations 1.29, 1.30 and 1.31, we get

Oip_
T — L p—p 1.32
on Vdc(l— D) ( 3 )
Oip_
Totf = Lo b 1.
ot =LV D (1.33)
Adding the above two equations we get
Vgcx D x (1—-D)
L = - 1.34
actual fow X O o p ( )
Vigecx D x (1—-D
Lactual = de ( . ) (1.35)
fsw X 2v/3 X Sirms
L VgcxDx (1-D I
Lopu= actual _ Vdc X U X ( ) base 2 1Tfpase (1.36)

= X
Lbase fSW X 2\/§ X 6irms Vbase
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Vigpuy XD x (1=D) x 1
fow(pu) X V3 Birme(puy
Here D is the duty cycle of the switch such that the averagegelat fundamental fre-

qguency is sinusoidal. The worst case current ripple ocdls8% duty cycle, so the above
equation can be simplified.

(1.37)

Lpu -

Vie(pu)

m
Lpu= —= X . 1.38
pu \/é 4>< fSV\(pU) X 5' pu ( )

This is the maximum current ripple for any switching cycleiethwill happen at every
zero crossing of fundamental voltage. But IEEE standardsi§pthe current ripple limits
for multiple cycles of fundamental curremipt for one switching cycle.

If we assume that the inverter is source of sinusoidal velaay different harmonic
frequencies, we can find the current sourced by the switcheguency harmonic. At
switching frequencies, the grid is a short circuit. Heneegtvitching frequency current
will be

Vi(sw)

Olims= =———F———— 1.39
Irms 1T fsw(pu)xL ( )
This is the current ripple relevant for THD calculations.
1.5 LCfilter
sL SWITCHGEAR sL >
= 9 . — 'g
" @ 1~ ) ' L @ 1 ;L LOAD
INV sC CDGRID INV sC A
iC iC
@) (b)

Figure 1.8: (a) LC filter inserted between active front end gnd; (b) LC filter inserted
between active front end and stand-alone load

The design of LC filter is more complicated compared to L fifiece the placement
of the resonant frequency becomes an important factor waiigtts the closed loop
response. The allowable current ripple is once again theriifor designing L. The
capacitor C is constrained by two factors.
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e The resonant frequency of the filter elements

e The bandwidth of the closed loop system

1.5.1 Bandwidth consideration

The capacitance of the LC filter is decided by the resonaqu&acy. The design decision
on selecting the resonant frequency depends on the bardefitie closed loop system.

This dependency is established keeping in mind that acoméral methods (which are

bandwidth dependent) can be used to implement loss-lessaesdamping in higher or-

der filters. Since the bandwidth of the closed loop systeredsd®d by the filter elements

and the control algorithm, it cannot be used straightawdlerdesign process. Here, we
estimate the maximum possible system bandwidth and usetiridesign procedure. The
maximum possible bandwidth is certainly not achieved ircfica, but this assumption is

reasonable for a first pass iteration. Figure 1.9 shows treedlloop system.

The output voltage of a grid connected power converter dao@aontrolled since it
is decided by the grid conditions. The filter input currgns usually sensed and given
back as feedback to close the control loop. But the grid atifgas the control variable
which is controlled by varying the inverter pole voltage. nde, the transfer function
which decides the closed loop performance of the filter isriduesfer function between
output current and input voltage of the filter for zero gridtage.

Assuming the controller acts directly at the modulator withprior dynamics, there
are two delays in the closed loop system which limit the badtw

1. The Inverter response delay. When the voltage commaie toverter is changed,
in the worst case, it takélg,,/2 time for the voltage output of the inverter to change,
whereTsy is the switching time period.

2. Current sampling and computational delay. If the cursamtpling is sampled once
per pwm cycle this delay would bRy. Here we are assuming that the current is
sampled twice every cycle, on the rising half and falling bathe PWM switching
signal, so the delay in sensinglis,/2.

3. Phase delay due to the filter. This can be simplified to ataohphase delay of 90
based the assumptions listed in section 1.2.

So the total system excluding the filter is essentially miedehs a pure delag 4,
where isty = Tsw. The resonant frequency is placed such that the closed lsiprs
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including the LC filter gives a phase margin of atleast. 48he LC filter transfer function
which affects the closed loop system bandwidth is:
1

ig( _
ool (1.40)

NZARSY

Since the LC filter transfer function has a constant phas8®@ffor all frequencies, the
bandwidth of the system(excluding the filter) is limited Iz frequency where its phase
is 45°. So the frequency at which the phase margin of the total sy@t€ filter + delay)

is 45° can be calculated.

4501t

Wy = % (1.41)

Now the resonant frequency can be placed with referenceetdandwidth. If the
resonant frequency is within the bandwidth of the closeg lepstem, active damping
methods can be used to attenuate the filter resonance pdake résonant frequency
is outside the bandwidth of the system, passive dampingadst{i.e resistors) must be
used. Active damping means lower power loss at full loadsivaslamping is essential in
grid connected applications, in case the inverter is swdaff while still being connected
to the grid.

1

Cpu (1.42)

res(pu > Lpu

The transfer function of grid curremg to inverter voltagey; is same for L and LC
filters when parasitic grid impedances are neglected (R§ 1Therefore, the size of
inductor does not change from L to LC filter. But Eq (1.40) veilange if LC filter is
connected to a stand-alone load. Consider an LC filter caadéetween an inverter and
external load oR=1 pu resistance. Then the transimpedence transfer funeilbbe

g 1
Vi SLCR+SL+R

(1.43)

Additionally, a grid connected LC filter can behave as an LO@erfibecause of the par-
asitic impedances of the grid. But this arrangement is nicdbie since the parasitic
impedance of the grid is not under the control of the convelésigner.
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Figure 1.9: Closed loop system bandwidth assuming no delagntroller
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Figure 1.10: (a) PWM sine triangle modulation; (b) Outpulepeoltage with respect to
ground; (c) Inverter output voltage update rate; (d) Cursampling rate

1.5.2 Design procedure for an LC filter

1. Selection ot p, based on switching cycle ripple current consideration.

Vigpuy XD x (1=D) x 1
fow(pu) X V3% Sirms(py)
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2. Selection oCp, based on overall bandwidth and resonant frequency.

1

C |=——— 1.45
actual .o % Lactual ( )
Cactual 1
pu Conce wrze < Lactual baseX Ghase ( )
1
= Z 1.47
Cpu oo X Lou X Loase baseX Ghase ( )
1
Cpou= 2 3 (1.48)
res(pu) * -PU

Further aspects of LC filter design is not considered as #mernt. Here the focus is
on grid connected power converters, which requires theoxngat level of filtering offered
by LCL filters.

1.6 LCL filter

An LCL filter is preferred to an L filter in high power and/or laswitching frequency
applications. This is because for the same (or lower) netdtahce (i.e.; + Lo) we can
get better attenuation (60dB/decade) at switching frequen

INVERTER ]

SL2 52
n—n
e —_—
lg v
g
;\L ig GRID

Figure 1.11: LCL filter inserted between active front end gnd

The design procedure for LCL filter cannot be treated as arpssgon from an LC fil-
ter, since there are more possible resonances (infact)thedween the filter elements.
The three possible resonant frequencies based on the openser positions of the
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switchesS; and$; in Fig 1.11 are:

- 1.49

WL,C C.c (1.49)
1

_ 1.50

WL,C e (1.50)
1

W= 1.51

oC Lo,C (1.51)

The actual poles of the filter can be obtained from the charstic equation of the sys-
tem. The three poles of the system include a pair of complejugate poles due t@ ¢
and a pole at the origin.

o L1><L2
P Li1+L>

(1.52)

The procedure for design of LCL filter as given in the curretgrature is as follows
[31-[7].
e L, is designed based on the current ripple.

e Ly is assumed to be a fraction bf, maybe greater than or lesser tHan This is
decided by the current ripple in inductos.

e Cis designed on the basis of the reactive power supplied byapacitor at funda-
mental frequency.

This procedure has a few limitations.

e The upfront rule of thumb based selection of L and C makedfitdit to optimize
the overall filter design procedure.

e Itis not possible to design the LCL filter on a per unit basibere the per unit is
referenced from the VA of the power converter system.

e The resonant frequencies and their effect on system battuvgdgnored in this
method.

e Eventhough the aim of filter design is to attenuate the switcfrequency harmon-
ics, the basis of capacitor design is the reactive powerraddmental frequency.

e There is no simple way to compare L and LCL filters for the sap@ieation.
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1.6.1 Design procedure

In the proposed method the inverter plus filter is treated ddaxk box,” so the only
input variables for the filter design are the KVA rating of theerter and the switching
frequency output current ripplg(jwsw). LetL be thetotal inductance of the filter,

L=L;+Lo (1.53)
LetL; andL, be related as
Li=als (1.54)

Next, the total system bandwidth (including filter) is estted such that there is accept-
able phase margin in the system. The LCL filter transfer fonathich affects the closed
loop system bandwidth in grid connected mode of operation is

ig(S) 1
Vi(S) - 1.55
Vi(S)[yg—o  SPLaloC+s(L1+Lo) (1.55)

The LCL filter transfer function has a constant phase of {8low wes and +90 above
Wres as can be seen from Eq (1.55). So the bandwidth of the closgdsigstem will be
same as that of the LC filter belosyes. The resonant frequency of interesn'@pc, since
this is the resonant frequency of Eq (1.55).

1

2
Wes= = (1.56)
es LpC
where
|_1 X |_2
= 1.57
P L+ (1.57)
Substituting forLp in terms ofL = L1 4L,
ig(s) 1
_ 1.58
(S SL1+SL,C) (1.58)
Converting all quantities to their per-unit equivalenks tesonant frequency is
1
2
Weg pu) = ar (1.59)
Py Cpu X Lpu

(a +1)2
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Figure 1.12: Frequency responségfiv; for LCL filter

The capacitance in an LCL filter depends on the resonantéremuues and the ratio
in which we distribute the total inductantg + L,. Assuming we have fixedyes, the
ratio of Ly andL, for minimum capacitance is given by

5Cpu .

5o =0 (1.60)

which simplifies toa. = 1. So, given a fixed output harmonics attenuation, the sstalle
capacitance value of LCL filter is obtained whien= L,. Since we know the dependence
of output current of filterg on the inverter terminal voltage, we can again find the value
of a_ which will give the minimum current ripple at the point of camon coupling at any
frequency.

. Vi
— 1.61
97 SLLC syt o) (1.61)
. Vi
S _|1%C+sL
(1+a)2
Olg _ 0 (1.63)
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i . 2
g:i - 6('; (S?aLL\Z/ICEi-—;EE_]).—f-aL)Z) =0 (1.69)
[SSa L’C+sL(1+a ) [2vi(1+a)] =vi(1+a)?SL’C+sl2(1+a.)]  (1.65)
2a. =1+a (1.66)
a =1 (1.67)

Eq (1.56) becomes

4

2
= 1.
wres LpuCpu ( 68)

To find Lpy andCpy, Eq (1.55) is evaluated (in per unit) at switching frequefgy

1

ig(Jasw) _
|—jadyL1loC+ joosw(L1+ L)

Vi (] sw)

(1.69)

ig(jawsw) is the switching ripple current at the point of common cooglto the grid at
switching frequency. This is guided by the recommendatadniEEE 519-1992 or IEEE
1547.2-2008 standard[1]-[2]. For example, the IEEE 518meuended maximum cur-
rent distortion for dsc/I. < 20 for current harmonics 35N is 0.3%.1gcrefers to short
circuit current and is the nominal load current. This requirement of 0.3% refera
“weak” grid. The percentage of ripple current can be higbeaf“stiff” grid. Since most
inverters can switch at higher frequencies exceeding 2 ldttmgucurrent IGBT technol-
ogy, the standard refers to harmonie85". vi(jwsw) is the inverter pole voltage ripple
at switching frequency, which Myc/2.

Eq (1.69) is solved by converting all parameters to per-amd substituting Eq (1.68)
in Eq (1.69).

1 1

o 'a(pu) | |4 Wagpu)
u
T[T Gegp

ThenCypy will be calculated from Eq (1.68). This is different from niasirrent literature

which focus on reactive current capability to decide vali€€o The disadvantage of
the previous approach was that real and/or reactive powslied to load/grid must be
known beforehand and must always have a fixed minimum. Theogexd design allows
for deciding the value of without setting the reactive power requirement. The reacti
power drawn by the filter can be subsequently verified to nteesystem requirement.
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If the reactive current drawn is seen to be excessive, theh #ndC can be traded off
by keeping a fixed resonant frequency or looking at the pdigibf a higher power
converter switching frequency.

The biggest advantage of this method is that it simultangsasisfies four constraints
of filter design for typical PWM inverter designs withy in the 10kHz range. The voltage
drop across the inductor at fundamental frequency will Iss aan 0.1 pu. And the
reactive current sourced by the capacitor at fundamerggquéncy will also be less than
0.1 pu. The switching frequency attenuation requiremedtemdwidth requirements are
already met as discussed above.

Vbase KVAbase Ibase Zbase
V KVA A Q

254 10 13.1 19.35

Table 1.2: Base values used for calculations

L LC  LCL

Lou=Ly(py +Lopy 2352 2.352  0.105

Cpu - 1.063e-3 0.095

Big(pu 0.003 0.003  0.003
frespu : 20 20
Fow(pu 200 200 200

Table 1.3: Comparison of pu values of filter for same gridentripple

1.7 Resonance damping

As described earlier, the resonant frequency of the LCLrfiltbich affects the closed
loop response of the system for grid connected operation js. The resonance effect
can cause instability in the output, especially if some twmmvoltage/current is near the
resonant frequency. The simplest type of damping is to pesitance in series with the
inductors. But this also increases the losses in the filterratamental frequency. Thus
the important issue in implementing damping is to balanedrdde-off between effective
damping- which is measured by the Q-factor of the circuit pader dissipation due to
damping elements. In this section we focus only on one paskmping method. The
damping circuit is shown in Fig 1.13.
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Figure 1.13: Passive damping scheme

1.7.1 Quality factor and power dissipation

The aim of damping is to reduce the Q-factor at the resonaqu&ncywithoutaffecting
the frequency response at other frequencies. Simultahedthes total power dissipation
in the damping circuit is also an important parameter. Sthedrequency response must
not change, the resonant frequency is kept same artdtdidilter component values are
unchanged iel = L3 + L, andC = C; +Cq4 is unchanged from an LCL filter without any
damping. Let

Li=alo (1.71)

Ca =acCs (1.72)

L
%:@V; (1.73)

The transfer function which affects closed loop response is

IS _ 1+ 5GaRy (1.74)
Vi(S) Vg=0 SHL1LoC1CyRy + S3L1Lo(Cy +Cy) + S2CyRg (L1 + L) +s(Ly +Lo)

Substituting

Li+lo=L (1.75)
Lilo

=L 1.7

Li+L2 P (1.76)

Ci+C4=C (1.77)

CiCa _ (1.78)

C1+Cq
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we can simplify Eq. (1.74) as

N2

= 1 (1.79)

vg=0 sl {1+ sPLC (%)}

Ig

Vi(S)

The additional passive elements increases the order ofghsfér function and it is dif-
ficult to analytically estimate the resonant frequency & tburth order system of Eq
(1.74). Infact the resonant frequency now becomes a fumctigy which is difficult to
derive analytically. But since the variation of resonaetjfirency with damping elements
IS not significant, the resonant frequency is assumed imdkgye of variations in damping
circuit.

Magnitude (dB)

|
w
=]

45} -

Phase (deg)

-135 . . . . . -

-180 i ; ; A S S . . . e
10 10° 10°
Frequency (rad/sec)

Figure 1.14: Frequency responsevgfvi. Herear=0.3,ac =a =1

The other transfer function of significance is

o _ sLy + S?LoCyRy
Vi(S) |y —o S*L1L2CiCyRy +S3L1Lo(C1+Cy) +S?°CyRy (L1 +L2) + (L1 + Lo)

9

<

N2

(1.80)

The Q-factor of Eq (1.80) can be reliably determined sinediidquency response of this
transfer function has a constant magnitude at low freq@sncHence this equation is
used to analyze the effect of variation of damping parameteandar on Q-factor of
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the LCL filter circuit. Substituting= jw in Eq (1.80).

Ve(jw) jowlo — w?L,CyRy
Vi(jw)  wililoCiCyRy — jw3Lilo(Cr +Cy) — wPCyRy(L1+ L2) + jw(L1 + L)
(1.81)

Dividing numerator and denominator byL; + L) and using the condition thag = L,

Ve(jw) _ j0.5— w 0.5C4Ry (1.82)

Vi(jo)  wPLpCiCyRy — jaw?LpC — wCyRy + j1 '
where

Lk
P L, (1.83)

and

C=C1+Cy (1.84)
This can be further simplified by substituting = w_c = 1/,/LpC

Ve(jw) _ —0.5wCyRy + j0.5 (1.85)

Vi(jw _ W2 '
By substituting

LpC1 = Lp(Cy +Cq) C1 (1.86)

C1+Cy

we get

Ve(jw) _ 0.5+ j0.50wCyRy (1.87)

v(jw) (1_g)+.deRd(l_32i) |

WP : w? C1+Cy

or in terms ofac

Ve(jw) _ 0.5+ j0.5wCyRy (1.88)

w(j) (1_g)+ded(l_g 1 ) |

w) ") W 1tac

The frequency response of Eq (1.80) is given in Fig 1.14. To five Q-factor of this
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circuit, derive

lim | Y| — 05 (1.89)
w—0|V

Ve ~ 0.5+ j0.5wCyRy

H e (1.90)

_ i CiRy—C
W= Jw{deleac

Dividing Eq (1.90) by Eq (1.89) and substituting 104 in terms ofC

1+ jarCRy—C

Qlac) = |- ;gac (1.91)
R Ty

Q(ac) is plotted in Fig. 1.15. From the figure we can see that then® isnprovement

in the Q of the frequency responsead is increased beyond 2. Therefore, we are setting
ac = 1 as the best choice, since it is practically easy to confipMoecapacitors of same
value.

18 ? ? ? ?

T T
T s St St S
s s e

T

10

Q-factor

ac

Figure 1.15: Q-factor vac

The Q-factor is also affected by the choiceRyt

L
Rq = \E X aR (1.92)
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A very small value ofar makesRy effectively a short circuit and does not provide any
damping. Similarly, a very large value ag makesRy effectively an open circuit which
does not proved any damping. It is seen that selectiagef 1 is equivalent to making
R4 equal to the characteristic impedance of the LCL circuitisTgives the lowest Q for
the damping circuit. Since this fact is difficult to prove btigally, we can prove that by
plotting the frequency response of the LCL filter with dangpiar different kVA ratings
as shown in Fig 1.16. The system rating values for differ&tt &re given in Table 1.4.

20

15

Magnitude (dB)

10 10° 10
Frequency (rad/sec)

Figure 1.16: Frequency responggy; for differentag. System rating is 1kVA.

The net power dissipation in the damping circuit is anothgpartant factor which
will affect the damping parameters. The power dissipatatiéndamping circuit can be
calculated for the fundamental and switching frequencynfthe Fig 1.17, the power
loss in the damping circuit for the fundamental frequenayiven by

Pas0 = RealVelg] (1.93)
where

Ve =Vy =1pu (1.94)

Iy = Vo0 (1.95)

1+ sGRy
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Unit 1kVA 10kVA 100kVA
Vo \Y, 254 254 254
Ih A 1312 13.12 131.2
Zy Q 1936 19.36 1.936
L mH 64 6.458 0.6458
C puF 1569 15.69 156.9
Li=L, mH 32 3.229 0.3229
C=Cq4 puF 0.7846 7.846 78.46

& Q 2028 2028 202

Table 1.4: Filter circuit and damping circuit designed esldior different KVA grid con-
nected inverter rating.

_mmlr_i Ve r'vazm_
e
V, G %: ‘Id Vo
RiS

Figure 1.17: LCL circuit withC1,Cy, Ry damping at fundamental frequency

1y = V) @50Ca (1~ j@seCaRy)

(1.96)
1+ w2 C3RG
V202 .C3Ry
Pa(s0) = % (1.97)
1+ wECoRy

Similarly, damping circuit for switching frequency is given Fig 1.18. From Eq.
(1.88), we get

VeV 0.5+ j0.5suCqRy

() i (- F5)

(1.98)

.
Iy :vc%“pfi“igg?g; ) (1.99)

Pasw = RealVelJ] (1.100)
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Ly Vv Lo
Y\ c _ Y'Y\
Vi C1 %: ‘ lq

Figure 1.18: LCL circuit withCy,Cy, Ry damping at switching frequency

Representiny; andly as complex fractions,

_,a+]b
Ve=Vi g (1.101)
WswCd :
lg=Ve————=(X+ 1.102
. atib fa+ib\"  wnCy .
Vela =M g '(c+jd) 1+ g, corg X Y) (1.103)
2 2
. *1 .2a +b (*)S\I\pd
Pacewy = RealVeld) =W 5 er (1.104)

From Fig 1.19, total power loss in damping branch is almastdrly proportional to
ac. For highest efficiencyac should be as low as possible. Herge= 1 is a good
compromise between Q-factor, shown in Fig 1.15, and Povesightion in the damping
circuit, as shown in Fig 1.16. For this selectionagf, the power loss in the filter for
damping is less than 0.2% and the damping factor is close téHh?s is a reasonable
design for inverters with power levels that are in the ordellGkW.

1.7.2 Design procedure

The LCL filter design procedure is already discussed in tlegipus section. The extra
elements of damping circuit can be derived from the aboveudison.

ac=1 (1.105)

Ci=Cy= g (1.106)
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Damping branch power loss (pu)
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Figure 1.19: Power dissipation in per unit for damping airatifundamental and switch-
ing frequency. Herer = 1.

Similarly,
ar=1 (1.107)
which means

L
Ry = \E (1.108)

The comparison with and without damping is shown in Fig 120 kig 1.21.
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Figure 1.20: Frequency responsdgfvi. Hereag=1, ac=a =1, system rating 10kVA
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Figure 1.21: Frequency responsevgfvi. Hereag=1, ac=a =1, system rating 10kVA
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1.8 Summary

The system level design principles for grid connected loaspldters have been thor-
oughly examined. The per unit method gives the flexibilityatapt the design equations
for any power level. The relative merits between L, LC and Lifter combinations
are discussed. The parameters of the LCL filter are derivaad fvandwidth constraints
and |IEEE standard recommendations and are seen to be sddaptactical inverter de-
signs. The problem of resonance damping is considered anwl lp$s passive damping
structure is introduced.
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Table 1.5: Significance of transfer functions

Ve(S : o
V_C((S)) \oltage harmonic attenuation in stand-alone mode
|
increasing-1/L> is beneficial
Vg(S) = Vc(s) under open circuit conditions
ig(s L
L) Inverter THD in grid connected mode
vi(s) Vg short
li(s . . .
ﬁ Inductor harmonic spectrum for inductor design
vi(s Vg short
ig(s e
% Current filtering in grid connected mode
|
decreasind.1 /L, is beneficial
ig(s : . , o
M Grid admittance seen from filter when converter not switghin
Vg(S) V; open
ideally 0 meaning reject all disturbances from grid
ig(s . - . . .
L) Admittance seen from grid ignoring controller interaction
Vg S) v; short







Chapter 2

Filter Component Construction

2.1 Introduction

This chapter is focused on the design and construction efithheédual components of the
LCL filter. The design techniques to accurately build an ctduof required inductance
are discussed in detail. The familiar area product apprtmchductor design is modified
and incorporated into new methods which are more accuratereterial specific. The
principles of construction for three different magnetictenels -Ferrite, Amorphous and
Powder is discussed. Finally, capacitors and resistotedtior for high power filter
applications are introduced.

2.2 Area product approach

The product of core cross-section area and window area inducior (area product) is
a measure of the energy handling capability of the indudtioe area product equation is
a good starting point for design since it relates the elegltdesign inputs with material
and geometric constraints.

The minimum cross section area of the inductor windiag i) is limited by the
rms current flowing in the windingyms A, which depends on the temperature rating of
the insulation and the conductivity of the wire. The tempa® limit is expressed in
terms of the current carrying capacity of the condudigA/m?.

I
Ay = rms (2.1)

S dm

33
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Similarly the minimum cross section area of the inductoed@e m?) is limited by the
peak flux density of the core material expresseBag. If N turns each carrying a peak
current ofl, A create a peak flux ofy, Wb, then

Llp=N¢h (2.2)
where
¢ = BmAe (2.3)

Therefore we get
LI = NBnAe (2.4)

A third constraint which affects the design is the amounipaice available in the window
area A\ m?) for the winding. In order to accommodate the winding in thailable
window space,

Nay < Aw (2.5)

Converting this inequality to a equation

_ Naw
Aw = (2.6)

wherek,, is the window utilization factork,, varies between 0 and 1 depending on several
factors like type of conductors, number of bobbins, ingatatlass, winding skill etc.
From Eq (2.6) and (2.4),

Llplrms = KuJBmAeAw (2.7)

The area product is defined as

LIyl
A — _ ='plrms 2.8
p AeAW kuBme, ( )
or
Energy Stored
p (2.9)

~ Material Constraints
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For inductors carrying AC, the stored energy is express¢8las

Energy Stored= V”?T(' rms (2.10)
f
wheref is the frequency of the current waveform akdis the form factor k;=4.44 for
sinusoidal waves).

2.2.1 Design steps

The traditional design steps for inductor design is givelowd?2]. Transfer function
analysis along with ripple current limits and actual powaging of the converter is used

to arrive atL, I, andlyms (as already explained in Chapter 1). The flux density limit
of the magnetic materid,, can be taken from vendor datasheet. The current density
limit Jy, is based on reasonable assumptions of current density Yergreverheating.
Window utilization factoik, depends on type of winding, number of bobbins used, type of
insulation and the winding skill of the manufacturer. At #vel of the design process, the
temperature rise calculation is used to evaluate the efésetss of the above assumptions.

If the final operating temperature is significantly differdrom initial approximation,
these assumptions need to be modified.

1. Compute

L 1p lrms
= 2.11
AcAy K B (2.11)

2. Select a core from core tables with area product equal gosater thal\cAy .

3. For the selected core, fikd andAy.

4. Compute
LI
N=_7P 2.12
Select nearest whole numberhdf.
5. Compute
[
ay = s (2.13)

J

Select nearest (greater) number of wire gaugeajnidom wire table.
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6. Compute the required air gap in the core

Ho N*
lg = OTmp (2.14)

7. Check the assumptions:

e Core reluctance<< Air gap reluctance; This condition ensures that the fi-
nal inductance does not vary with the tolerance of magnetipgrties of the
manufactured core.

I
Oe<< g, — << g (2.15)
Hr
¢ No fringing:
lg << VAe (2.16)

8. Recalculate

.|
Ji = ;gvs (2.17)

9. Recalculate

N* ag,
¥ — 2.18
K A, (2.18)
10. Compute from the geometry of the core, mean length perand the length of the
winding. From wire tables, find the resistance of windingh&t dperating temper-
ature.

2.2.2 Limitations

1. The design procedure is simple and completes in a siregition. But for a given
core type, there is only one value of air gap and number oktuketually there are
several combinations of these parameters which will gieesdime inductance but
very distinct efficiency and performance characteristics.

2. This method does not take into account the fringing of tagmetic field at the air
gap. The fringing effect reduces the reluctance at the air\ghich means a higher



2.3 Graphical iterative approach 37

flux density in the core. Eqg. (2.16) is approximationand does not ensure that
the absence of fringing even if the condition is met.

3. The lack of a good reluctance model means that the coreatarate even if the

area product condition is met.

It is clear that even though the area product approach isegdually correct, certain
modifications are necessary to ensure accurate modelitg afiductance. Additionally
a reasonably accurate fringing model is required to presatutration of the core.

2.3 Graphical iterative approach

In the design process of an inductor, there are two param#tat must be accurately
preserved- andBy, and two parameters that can be adjudtedndly. SoL andBy, are
basically functions of 2 variables.

L=f(N,lg) (2.19)

Bm=g(N, lg) (2.20)

We can define the functionigN, Ig) andg(N,lgy) as

N2
NI
B, — Aert (2.22)

where[; is the total reluctance of the flux path. Bdthand By, are restricted within
certain limits and the possible set &,(g) which give this inductance and flux density
is plotted on a graph df; vs N. These points are then fit using a second or third order
polynomial to generate two curves, one foand second foBy,. The intersection of both
curves will give the possiblélg, N) for which the core will not saturate as well as the
required inductance is achieved. Additionally there wel &lso be several solutions in
the neighbourhood which satisfy the inductance and pealdémsity requirements.
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2.3.1 Advantages

1. The number of possible solutions is larger which mean®tisegreater flexibility
in the actual construction of the inductor.

2. Since the effect of fringing at the air gap is included imtg of [J;, the built induc-
tor will have the inductance very close to the initial caitidn.

2.3.2 Disadvantages

1. The material properties, especially the permeabilitgine linear in the operating
range.

2. The permeability should be independent of magnetic atxait.

Curve fitting of (Ig,N,L) and (Ig,N,Bm)

130

120

110

-
o
o

©
o

~
o

Number of Turns
[ee]
o

a1 D
o o
T T

~
~.
| |

N
o
~T

|

0 0.002 0.004 0.006 0.008 0.01 0.012 0.014 0.016 0.018 0.02
Airgap [m]

w
o

Figure 2.1: Intersection @, andL curves

2.4 Fringing flux

When an air gap is introduced in the magnetic flux path, the $preads over an area
greater than the cross section of the magnetic path. Thgirigrof the magnetic flux at
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the air gap has two effects

e Itincreases the cross section area of the air gap

e It increases the length of the magnetic path at the air gap

This fringing at the air gap will reduce the theoretical otance at the air gap, and in-
troduce significant errors in the estimated value of the atahce. Hence there is a need
for a simple yet accurate air gap reluctance model to acdouthe fringing effect. The
fringing flux effect depends on the shape and geometry ofdhe at the gap, as well as
shape and location of winding and other objects such as dabnackets etc.

Fringing effect becomes more noticeable as the air gapaseseand simultaneously
air gap reluctance becomes more difficult to estimate. Tladlerge is estimating this
new reluctance analytically to get a closed-form solutisimg the dimensions of the core
as the input.

2.4.1 Simple fringing model

Fringing flux

[
1
1
1
1
1
]
LI
]
! 11
1
1
1
1
1
1
1
[

-
e — —

A
I
|
|

(
1
)
1
1
1

Figure 2.2: Fringing effect approximation from [2]

This model is a modification of the fringing estimate given[B}; This model was
chosen because of its simplicity and acceptable accurdwg.ffinging at the air gap is
modeled as increase in area of the air gap cross sectionhiariddrease is in terms ¢f.
The air gap reluctandégq for an air gap ofg and core cross section areafef= f xdis
given by

_ Ig
10 oAt (Fdlg 112 (2.23)
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Eq (2.23) was giving an error of 25% between the theoretigilutated inductance and
the actual measured value. The original equation was dltereeflect the actual in-
ductance that was measured. So Eq (2.23) was modified tadimétinging flux at the
corners.

_ lg
Jo= Ho[Ae+ 2(f +d)lg+ 3] (2.24)

In the case of EE type of core from Fig 2.3, there are threeilples®luctances: reluc-

TR Re
| ol lo | H— Fuxpath Re Re
1 O ! O 1
: 8 o |
ng_‘_ Rlcg O —R R,
—— O — 59 cg
'l Of 8 ! ng? ; Rsg
'l 91 (o | NI
! O 11O . +-Conductors

Figure 2.3: Magnetic circuit representation of EE core ttdu

tance of the corél, reluctance of the center leg of E cargg and reluctance of side leg
of E corellsq. The total reluctance of the magnetic path will be
Ue

Dsg
Uy =0 — 4+ = 2.25
t cgt > + > ( )

2.4.2 Bossche and Valchev model

The authors propose basic analytical approximations fiogiing coefficients for several
basic cases of air gap configurations [6]-[7]. The total psante of the air gap is a
summation of the air gap permeance and product of theserfgrogefficients multiplied
by corresponding core dimensions.

Ag = Ho =+ HoCoF (2.26)
g

/g is the permeance of the air gagy is the cross section area of the cdtg,is the core
dimension (inm) corresponding to fringing coefficieft.
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Figure 2.4: Reference EE core for indicating dimensions
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Figure 2.5: Fringing coefficients;, F,, andFs at gaped inductor

The coefficients for the basic cases possible in an EE typearer.

1 1
2 (atp), (r—p?Ar—026p—-05q)  q
Fi(p,q,r) = —~In (% +%> + 302 +3 (2.27)
1
2 (0.44(r2+q?) —0.218pr + 0.67pg—+ 0.33gr + 0.78252\ 2
Fz(m,r):’_rln( (r°+99) 8p ; pg+0.33q 5p) (2.28)
1 1 s\ ?
Fa(ps) = —cosh™ | 3.4 5 +1.3 (2.29)

With reference to Fig 2.4, the variablpsq, r andswill be

_ 9
p= -2 (2.30)
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0= dcu X Ny (2.31)

f = doy % (2.32)
|

s= a+§g (2.33)

whered is the diameter of bare copper conductdgis number of conductor layers in
vertical axis, andN;, is number of layers in horizontal axis.

The permeances of each leg of EE core are calculated sdparaiieg the fringing
coefficients.

2
Nog = Ko+ Ho [2(21 )P + 20| (2.34)
g
Ao — e
sg= HOE + Ho [3F3 f + F1d] (2.35)
Ae = Hi Ho3e (236)

lg
where/\oq is the permeance of air gap of center l&gg is permeance air gap of side leg,
/¢ is permeance of core. The corresponding reluctances are

1 1 1
g = " ey = = — 2.37
Ccg /\Cg ' Sg /\Sg’ Cc /\C ( 3 )
The net reluctance of the flux path is
O O
Ot = Oeg+ —2 + — (2.38)

2 2

2.4.3 Comparison

The core measurements are given in Table 2.1. The analgatallations from both the
fringing models are compared with the actual measured sadtighe inductor in Table
2.2. Based on the comparison, the simple fringing model bas bised in the subsequent
design calculations.
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a 840um? | w 34.6 mm| Turns 120

le 354mm |lg 12mm | N, 4

f 28mm |[a 76mm | N, 36

d 30mm | b 48mm | dy 2.743mm

Table 2.1: EPCOS Ferrite core UU 93/152/30 measurementsfasdringing calcula-
tions

2.5 Fringing edge calculation using FEA

FEA studies were carried out to verify the accuracy of thdydital fringing effect mod-
els. The inductor was simulated for various air gap lengifestimate how much the flux
lines fringe out in the air gap of the inductor for various gap lengths. Air gap flux
density in the inductor was plotted for each case. Flux inaingap was calculated by
integrating the flux density value. Fringing edge was taketha distance at which the
flux falls to about 85% of maximum flux in the air gap (at the niéddf the gap). These
simulations were carried out for ferrite and amorphous aatactors.

2.5.1 Analysis

Fig. 2.6 shows the plots of flux density in the air gap of theedichb of the inductors

plotted against distance across the air gap. Graphs ategfot different air gaps varying
from 1mm to 24mm. Fig. 2.10 shows the plots of fringing dis@and fringing factor

against air gap length. From the plot it is found that thedirig edge is almost equal to
the air gap lengttig) for large air gaps anky/2 for smaller air gap designs.

2.5.2 Results
Unit Measured Simple model B &V model
L mH 3.439 3.064 4.145
Ocg MH™L 2.845 2.184
Osg MH™1 3.557 2.574
Error % -10.9 20.5

Table 2.2: Comparison of accuracy of two fringing models
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2.6 Inductor design

Magnetic cores used in power electronic applications hikegformers and inductors usu-
ally fall in four broad categories[9]. The first is bulk methke electrical steels which
are processed from furnace into ingots and then hot and obtétir Second is powdered
core materials where are manufactured from various typ@onfpowders mixed with
special binding agents and then die-pressed into torois;dfes and slugs. The third
is ferrite materials which are ceramics of iron oxide, afldyith oxides or carbonate of
Mn, Zn, Ni, Mg, or Co. The most recent category is of metallasges where the bulk
metal is rapidly quenched from molten state to obtain a $lastate without a regular
arrangement of metallic atoms in the material.

One of the design objectives is to derive most general proesdfor inductor con-
struction. Theoretically, it should be possible to acaelgatlesign the inductor using just
the property of permeability of the core material. But picadty, the design procedure
for Ferrite, Amorphous and Powdered material is differemjnly because vendors fol-
low different conventions and specify the material projsrin many ways. Amorphous
and powder cores also have nonlinear permeability, ie thengability varies with the
applied field, temperature, air gap etc. Hence the desigregdtoe for different materials
is heavily affected by the available data from vendors, ansl mot possible to define a
single generalized accurate design process for all miteria

2.6.1 Ferrites

Ferrites have the most stable (with temperature, flux dersit air gap) permeability
of all the magnetic materials. Hence the magnetic circuitatigns along with some
modifications for fringing effects at large air gap are sidint to accurately determine
the inductance of ferrite cores. Ferrite materials alscehaary low core losses and are
well suited for high frequency operation upto hundreds ot kbkhge. The downside is
that since ferrite materials have low flux density (typigdll3T-0.4T), the inductor will
bigger than using other core materials.

1. The area product equation is the starting point. Choos#etavingA, greater
than calculated.

2. Use the Graphical Iterative method described in se@i8jhto decide the number
of turns and air gap, incorporating the fringing models dssed in section 3.4 in
the reluctance equations.
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3. Even though ferrite materials have very stable permiéglith compensate for ef-

fects of varying permeability and other manufacturingrtahee, the air gap should
be selected such that the reluctance of the total air gap lsaat ten times the
reluctance of the core.

2.6.2 Amorphous material

Amorphous materials have a high flux density limit of uptoTl.bhe laminated structure
of the amorphous cores also reduces eddy current losseseudgwhe layered structure
of the C-cores vibrate at the switching frequency, which mseia practical operation
Amorphous cores can be noisy especially if the switchingdescy is within the human
range of hearing (upto 20 kHz). The noise is also directlypprtonal to the current
ripple at switching frequency. The noise can be minimizethwacuum impregnation,
reinforcement and by placing the cores in a damped enclosure

Amorphous cores also have non linear permeability proggertHence to accurately

design an inductor with amorphous cores, the publigheds. H curves have to used.

1. Choose an amorphous core with area product greater thaimed for the specific

application.

. Select an air gap from th&_curves published by the vendor (Fig 2.11). For this

A, calculate the number of turns of copper winding

L
N — \/A:L (2.39)

whereN is the number of turns of copper winding alnds the required inductance.
The unit of A_ here ispH/(turns)?

. Ensure that the core is not saturated for this range otinaiu

ANl
A
whereBy, is the peak flux density in the core for the peak curreni,pfAe is the

cross section area of the core. If core is saturated, inerdesair gap and select
newA_. If it is not possible to choose higher air gap, go to nextdagpre size.

(2.40)
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AMCC-200 Magnetization Curves
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Figure 2.11:A; vsH for AMCC 200 core. Source: Metglas Inc [12]

2.6.3 Powder material

Powder materials feature a distributed air gap and hencge theno need to include an

explicit air gap. But this distributed air gap also meanstihase materials have the lowest
permeability of all the core materials discussed. The altegermeability ranges from

26uH/m to 30QuH/m [14]. Hence a design decision should also specify the peibitiy

of the core. Powder materials are also sensitive to temeraariations because of the
binder materials used in the core, though some recent pi®doe more resistant in this

regard.

1. Choose powder core size with area product greater thanreegfor the specific
application.

2. Calculate the maximum number of turns that can be accorataddvithin the se-
lected core window.

W,
Nmax = aku (2 41)
u

whereNmaxis the maximum number of turns that can be accommodated rottee
window of aread\;, acy is the bare copper conductor cross section dtgés the

utilization factor which depends on the type of winding mdwvire, foil), method
of winding (square lay, hexagonal lay), number of bobbingye, two) and finally
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the winding skill.
3. Calculate the minimum permeability required for the #ipzapplication

Lle
- 2.42
Hmin ANZ. ( )
wherelL is the required inductance amglis the magnetic path length. Select a
permeability higher thapm,in from the vendor datasheets [14]-[15].

4. A is usually specified by the vendor for specific core shapessass. Use this
information to calculate the actual required number ofgurn

Ne,/— (2.43)

2.7 Capacitor selection

Metallised Polypropylene capacitors are AC capacitors d@na especially designed for
high frequency operation. These capacitors are constidoden polypropylene films

on which an extremely thin metal layer is vacuum depositeuke metal layer typically

consists of aluminium or zinc of thickness in range of uA2to 0.05um. Several such

layers are wound together in a tubular fashion to get higapacitance.

Metallised film capacitors are characterized by small sizde operating frequency
range, low losses, low to medium pulse handling capalslitiew parasitic impedances
and self-healing. In regular film-foil capacitors, if theetlrode foils of opposite potential
are exposed to each other because of wearing away of thetdigl¢he foils will short
and the capacitor will be destroyed. But in case of metallg&lypropylene capacitors,
because of the extremely thin metal layer, the contact pairthe fault area are vaporised
by the high energy density, and the insulation between fsilmaintained. Due to the
above reasons, these capacitors are perfectly suiteditbcgnnected filter operation.

For the LCL filter, the capacitors are connected in star aedvtiitage across each
capacitor will be the phase voltage. The star combinatisa ehsures that the LCL filter
provides both common mode and differential mode attennoatio
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Type AP4
\oltage rating (V) 415/440
Tolerance (%) +5,+10
tand 0.001 at 1kHz

Temperature rangéC)  -40to +85

Table 2.3: AC Capacitors specifications [19]
2.8 Power resistors

The resistors used in high power applications like grid emted inverters are termed
as power resistors. There are three types of power resistepgnding on the required
ohmic rating and current rating [20]-[21]. Individual poweesistors are available for
upto 1 kW and 100 A. Wirewound resistors are designed for bighic value and low
current rating. Edgewound resistors which use metallisatbare designed for medium
ohmic value and high current rating. Grid and ribbon ressstéme designed for low ohmic
value and high current rating. In the damping resistor ferghoposed damping circuit
topology, parasitic inductance is not a major concern asdhelting corner frequency
is much higher tham_c. Hence, lower cost wire wound resistors are sufficient far th
application.

\oltage insulation (Vrms) 600

Tolerance (%) +10

Temperature rating

above ambient°C) 375

Table 2.4: Power resistors specifications [20]-[21]

2.9 Design examples

The design procedure for Ferrite cores is already discusssame detail in sections 3.3
and 3.4. This section will focus on the design examples uaimgrphous and Powder
cores.
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Electrical Material

L (mH) 2761 Jn(MA/m? 3
lrms (A) 15.48 By (T) 1
Ip (A) 26.19 ky 0.6
Vims (V) 13.40 ki 4.44
VArating 207.25 f, (Hz) 50

Table 2.5: Electrical and material constraints for amorghioductor design example

2.9.1 Amorphous core example

The electrical and material constraints are detailed inerakb.

1. The minimum area product is calculated.

VLI

= 2.44
Kk FoBrmdm (2.44)

Ap

2. We choose amorphous core AMCC 200 from Metglas Inc. The preduct of the
selected core is 5.187.0 5m*.

3. The air gap for the selected C core is selected such thatieas in material mag-
netic properties do not affect the final inductance. The ap geluctance is taken
to be 10 times the core reluctance. This gives the minimurgagr

|
lgmin) = 10— (2.45)

T

wherelymin is the minimum selected total air gap,is the magnetic path length
(from datasheet) and is the initial permeability. The initial permeability of am
phous material 2605SC is specified as 1500 [3].

4. For this air gap, use th& curves to find number of turns and core flux density. If
the core flux density excee@, increase the air gap and recalculbt@ndB,.

5. The final settings are

A = 0.467uH/(turns? (2.47)
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[2.761x 103
N=}{/ —— =77 2.4
0.467x 106 (2.48)

~ 0.467x10°x77x26.19

Bm = 9E <107 =0.99T (2.49)
2.9.2 Powder core example

Electrical Material

L(mH) 0.276 J,(MA/m?) 3

lims(A)  15.48 Bn (T) 1.4

lp (A) 65.17 ky 0.674

Vims (V)  1.34 ks 4.44

VArating 20.73 fy (Hz) 50

Table 2.6: Electrical and material constraints for powdeuictor design example

The electrical and material constraints are detailed ineTals.

1. The minimum area product is calculated.

VLIL

- —-- 2.50
Ktk ToBrdm (2.50)

Ap

2. We choose BK 6320 (assembled unit 2) from Changsung cdmpafea product of
the selected core is 1.440 °m?.

3. The maximum number of turns for this core size will be

12x 104 % 0.674
Nmax = Ea8 106 138 (2.51)

4. The absolute minimum permeability required for this ictdu is

_ 0.276x103x 22.28x 1072

. _ —6
Hmin = 104 <138 = 2.86x 10 °H/m (2.52)

5. We choose MegaFlux powder core material of absolute pavility 40u. A, for
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this core for the selected permeability is 270nH/(tutns)

/0.276x 103

6. The flux density in the core will be

_ 270x 107 9% 32x 65.17

Bm= 19% 104 = 0.469T (2.54)
Material Cost Weight # Cost Weight
p.u(Rs) p.u(kg) ofunits perL (Rs) perL (kg)
Ferrite (UU93/152/30) 381 0.75 4 1524 3
Amorphous (367S) 1625 1.662 1 1625 1.662
Amorphous (630) 3220 3.67 1 3220 3.67
Powder (BK7320) 340 0.2735 8 2720 2.188
Table 2.7: Core material cost
Inductor type Core Copper  Other Total Total
cost (Rs) cost(Rs) charges (Rs) cost(Rs) weight (kg)
Ferrite 1524 1046 1142 3712 4.28
Amorphous (367S) 1625 3733 2435 7793 4.61
Amorphous (630) 3220 2216 1826 7263 5.23
Powder -Foil 2720 2566 1643 6930 3.66
Powder -Round wire 2720 636 1643 5000 2.966

Table 2.8: Total cost of Inductors

Capacitor rating @F 8uF 10uF 20uF
Cost (Rs) 72 96 95 180

Table 2.9: Cost of AC Capacitors 440V AC rating
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2.10 Measurements on inductors

2.10.1 Measurement of permeability of core material

An experiment was conducted to verify the permeability @fitiductor core material to
see if it matched the manufacturer specified values. Forptlmgose a transformer was
made using the same core material as that of the inductbgutibdding any airgap in the
fluxpath. For different values of ac current through the pyncoil, the induced voltage
in the secondary coil were noted. The flux density inside tre gvas calculated using
transformer equation as below. Peak core flux density isfspem tesla (T).

E

B= 24aNAT

(2.55)

whereE = induced emf in the secondary (rms) in volts
N = number of turns in the secondary winding

f = frequency of the input voltage in hertz

A = cross-sectional area of the core in sg.m

The magnetisation (H ilAmpereturngmetre of the coil can be calculated as

NI

H
I

(2.56)

whereN = No. of turns in the coil

| = Current through the coil in amperes

| = Mean magnetic path length in metres

Relative permeability of the core material is obtained byngshe equation

B

- 2.57
H Lo (2:57)

Hr

whereLp is the permeability of air.
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Figure 2.12: Experimental setup for measuring core fluxieaad permeability

Core material Relative permeability
Ferrite 3340
Amorphous (AMCC 630) 1200
Amorphous (AMCC 367S) 1800
Powdered core 45

Table 2.10: Measured relative permeability of the diffé@re materials.

2.10.2 Measurement of airgap flux density

Flux density in the airgap of the ferrite inductor was meadunsing a gaussmeter to
validate analytical results and FEA calculations. Plothef &irgap flux density against
distance across the airgap is given in Fig. 2.13 Gaussmséerwas make: MAGNET-
PHYSIK, model : FH54.

2.10.3 Measurement of core flux density

The experiment to be conducted is same as that for obtainggability. Flux density
is calculated from the transformer equation. Refer to T&bld for the results of the
experiment. Better match between analytical results angsarements were observed
when compared to the FEA.
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Figure 2.13: Comparison between FEA and measurementgaifiuxdensity in ferrite
core inductor.

Inductor type Fluxdensity (T)
Ferrite 0.252
Amorphous (AMCC 630) 0.688
Powdered core 0.259

Table 2.11: Core fluxdensity in the inductors.
2.11 Summary

The familiar area product approach for inductor design leenlevaluated and modifica-
tions to improve the accuracy of the final constructed inglncg are suggested. A new
approach for selection of air gap and number of turns in andtat is proposed. The

effect of fringing of the magnetic flux at the air gap is invgated and simple equations
are suggested to model this effect. The design techniqueabtfee magnetic materials
-Amorphous, Ferrite and Powder are discussed and eladarsiteg actual examples. Ta-
bles 2.7 and 2.8 summarize the size and weight of the indaictibrwas seen that the

ferrite inductors were low cost and the powdered core hatbtliest weight.
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Chapter 3

Simulation Using FEA Tools

3.1 Introduction

Finite Element Method is a numerical technique used to sparéal differential equa-

tions. In this method, the problem domain is discretised different cells or regions.

The field to be solved for is approximated using a polynonmadach of the cells. These
polynomials are solved for using numerical methods to obtiae field values in each
cell.

Simulations using Finite Element method were carried owotafirm the design of
inductors for the filter. The tools employed were

1. FEMM (Finite Element Method MagneticsSFEMM is a freeware that makes use
of Finite Element Method to solve Maxwell’'s equations. Slation using FEMM
involves the following steps.

(a) Draw the inductor geometry

(b) Assign materials and boundary conditions
(c) Make coils and apply excitation

(d) Create Finite Element mesh

(e) Solve using static/time-harmonic solver
() View the solution results and fields

As a first approximation, the windings of the inductor weredelted as a single
sheet of copper carrying current. A refined model with déferlayers of copper
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was chosen in the next step. Further refinement in the wingiognetry was done
by modelling the actual individual conductors in the wirglifrlux and eddy current
can be solved for. Inductance value is calculated by FEMM ianghown as a
result under coil properties. Simulation using FEMM is pblesonly in 2D. Also
it cannot take into account hysteresis in magnetic material

. MagNetThe steps followed in simulation are same as that in FEMMsEmodels

were simulated and solved in 2D as well as 3D. The optimum regehfor FEM
was chosen by trial and error. Models were solved usingcgtati dc current)
and time-harmonic(for ac current)solvers. MagNet catasld@he flux linkage and
energy and are displayed in the post processing bar. Aftemgathe model, the
magnetic flux lines in the core can be viewed as a contour-plok density can be
plotted along any required contour. Inductance can be lzdliby two methods.

(&) From flux linkage :

L Iﬂ (3.1)

wherey is the flux linkage in weber and | is the rms value of currenbtigh
the inductor in amperes

(b) From stored energy :

L= |% (3.2)

whereW= Energy stored in the inductor in joules

Results of simulation using MagNet are given in the secjafrgppendix.

3.2 Ferrite core inductor

Table 3.2 shows the calculation done to estimate the diraea$or the winding geometry
of the inductor.
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Core material Ferrite (EPCOS N87)

Core type UU core

Inductance 3mH

Relative permeability of core 2200

Number of turns in winding 120

Copper wire gauge 12SWG

Airgap length 12mm

Table 3.1: Inductor specifications for FEA.

Core Dimension Units
Window height(\W,) 96 mm
Window breadth(\W,) 37 mm
Air gap length(lg) 12 mm
Dielectric thicknesgDy) 6 mm
Area of bare wire =Wh+Ilg—2D; 5.48 mn?
Available window height(H) =W, — 2D 96 mm
Available window breadth(B) 25 mm
Available window area =HB 2400 mnt
Diameter of copper wire including insulation (D) 2.743 mm
Turns per layer (T) H/D 35
Diameter of copper wire without insulatigb.) 2.642 mm
Layer height F D¢ 92.46 mm
Layer width = D¢ 2.642 mm
Insulation thickness between two layers =D—-D¢ 0.101 mm
Number of layers (N) 4
Sweep distance for coil BN 10.972 mm

Table 3.2: Calculations for determining copper windingmetry for ferrite core induc-
tor.
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Figure 3.1: Ferrite core inductor model with single layeneiing.
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Figure 3.2: Ferrite core inductor model with two layer wingli
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Figure 3.3: Ferrite core inductor model with four layer wimgl

Figure 3.4: Ferrite core inductor model with individual doctors.
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Figure 3.5: Finite element mesh created in FEMM.

Figure 3.6: Flux plot of ferrite core inductor.
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Figure 3.7: Flux density plot of ferrite core inductor.
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3.3 Amorphous core inductor

Core material Amorphous Amorphous

Core type C core(AMCC630) C core(AMCC 367S)
Relative permeability of core 1500 1500

Inductance 4.975mH 4.975mH

Number of turns in winding 68 137

Conductor type Copper foll Copper foll

Foil thickness 5 mil 5 mil

Insulation thickness (mm) 0.127 0.2

Airgap length 1.6mm 4.6mm

Table 3.3: Amorphous core inductor specifications for FEA.
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Figure 3.8: Amorphous core (core type: AMCCG630)inductodelo
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Figure 3.9: Flux in amorphous core (core type: AMCC630)ttdu
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Figure 3.10: Flux density plot of amorphous core (core tyddCC630)inductor.
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Figure 3.11: Amorphous core (core type: AMCC367S)induntodel.

Figure 3.12: Flux in amorphous core (core type: AMCC367&)ator.
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Figure 3.13: Flux density plot of amorphous core (core tydCC367S)inductor.
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3.4 Powdered core inductor

Core material Powdered Iron
Core type Block core (BK 7320)
Inductance (mH) 1.7

Relative permeability of core 40

Number of turns in winding 78

Conductor type Round conductor winding

Table 3.4: Powdered core inductor specifications for FEA.
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Figure 3.14: Powder core inductor model.
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Figure 3.15: Flux in Powder core inductor.
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Figure 3.16: Flux density plot of powder core inductor.

3.5 Comparison of FEMM and MagNet

FEMM is a suite of programs for solving low frequency elentegnetic problems on

two-dimensional planar and axisymmetric domains. It cadresk linear/nonlinear mag-

netostatic problems and linear/nonlinear time harmonigmetic problems. FEMM is an
open-source software. Three-dimensional solutions ddmndone using this tool. Also
it cannot take into account hysteresis in magnetic magerislagNet is a licensed tool.
It can handle both two-dimensional and three-dimensioradlpms. It was seen overall
that the analytical methods developed in chapter (2) iscseffi for the grid interactive

inverter filter design procedure.
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Chapter 4

Power Loss and Heating Effects

4.1 Introduction

The focus of the previous chapter was on the system leveyuleand hence the phys-
ical characteristics of the individual filter componentsswenderstated. This chapter is
focused on the power loss and efficiency of individual fill@mponents, which has signif-

icant implication on the power converter efficiency andaaility. Losses in the inductive

part of the filter are more prominent compared to capacitrgsés. Hence more atten-
tion is focused on inductor core and copper losses. Analy&équations predicting the

power loss in inductors are derived from the basic electgpmaic equations. The the-

oretical derivations in this chapter are necessarily kaied a more complete treatment
can be found in the references listed for each section. Téw¢tical background for this

chapter is covered in Appendix-A at the end of the report.

4.2 Core loss

The relationship between H and B in any magnetic materialesgoy the magnetization
curve.The loop area of the magnetization curve represkatsriergy dissipated per unit
volume of the material over a complete magnetization pefied us assume that a field,
slowly increasing with time, is applied by means of a magmedi winding supplied with
acurreni(t) to a magnetic circuit with path length. At any instant of time the supplied
voltage is balanced by the resistive voltage drop of the imim&R,i(t) and the induced
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i (1) — @)

u(t) N

f\l\(\l\/\
TV VvV VvV

Figure 4.1: Energy balance

B Saturatior
Hp:Bp

Retentivity —_

Coercivity
—

-H H

Saturation

-

-B

Figure 4.2: Magnetization curve of a magnetic material
emfdg/dt.

. d
u(t) = Rui(t) + Nd—(f 4.1)
Starting from the demagnetized state, a certain final state induction valueBy, is
reached after a time intervl). The corresponding supplied energylsds partly dis-
sipated by Joule heating in the conductor and partly dedtvéo the magnetic circuit.

E— /0 °umidt (4.2)

B to .2 to ...dB
£~ [ Rui®(t)dt+ /0 NAI(t) el 4.3)
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whereN is the number of turns of the winding and A is the cross-seealiarea of the
sample. Since

i(t)=H (t)l—m 4.4)

the energy delivered by the external system in order to hiegnagnet of volume= Al
to the final state is

to
U:v/ —dt_ / HdB (4.5)
0

The energy per unit volume to be supplied in order to reacimttigction valueBy, is then
given by the area delimited by the BH curve and the ordingtexis. If the integration in
Eq. 4.5 is carried out over a full cycle, the energy dissiggter unit volume is obtained
as the area of the hysteresis loop

W:]{HdB:j{uoHdHJr]{uoHdM (4.6)

where MagnetizatioM is defined as the magnetic dipole moment per unit volume.

Av—0 AV

M= lim — iji (4.7)

The integraHdB over one magnetization cycle gives the energy per unit veltnans-
formed into heat. This is termed Ess per cycle whereas the term power loss is used to
denote thdoss per unit time P =W f.The purely reactive termiyHdH, integrating the
energy exchanged between the supply system and the mafigleteverages out to zero.
SoW is decided by the second term in the equation. In generabseder cycl&V is a
non-linear function of frequency, peak inductiB@and the harmonic content of the induc-
tion waveform. The loss per cycle increases non-linearly i#it can be decomposed
into three different components— the frequency indepetgem\\,(hysteresis loss), the
classical loss\; O f, and the excess lods, O f1/2. The loss decomposition can be
physically justified by thestatistical theory of losseg11].

4.2.1 Eddy current loss

This can be directly calculated from Maxwell's equationsswaning a perfectly homo-
geneous conducting material. The classical loss is presagr all circumstances, to
which the other contributions are added when structurardex and magnetic domains
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are present [11].

_ mod?
6

P B5f° (4.8)
whered is the lamination thicknesgj is electrical conductivityf is magnetization fre-
quency,Bp is peak induction (sinusoidal). For a non-sinusoidal inucwhereB is
expressed aB(t) = 5, Bnsin(2rtf + ¢n) whereg, is the phase shift with respect to the
fundamental harmonic, the classical loss becomes,

mod?f?
= > n’B2 (4.9)

n

Pe

The minimum for this loss occurs for a triangular inductioaveform, withdB/dt con-
stant in each magnetization half-cycle, then the coefficigrié becomes 43. Classical
losses isndependenbf the magnetic property of the material and all materialsave

in the same way if the geometry and electric properties apé¢ é@nstant. This simpli-
fication comes sinceB/dt is assumed to be uniform throughout the thickness of the
material. But this condition only holds at low frequencisdl@e magnetic field produced
by eddy currents inhibit the applied field and tend to shiélel interior of the core at
higher frequencies.

4.2.2 EXxcessloss

Excess losses occur since the eddy currents are concelritrale vicinity of the moving
domain walls, causing losses higher, excesghan the classical terms. In case of a
lamination of thicknesd with longitudinal magnetic domains of random width [11]eth
Maxwell’s equation can be solved to find

48 1\2L_ . ..2L
P = (F Ongﬁ) G163 R (4.10)

where 2 is the average domain widthjs the harmonic order arié is the classical loss.
In case of highly optimized grain-oriented Si stedl/@ = 1. In the general case, the
excess loss can be approximately computed using this estipres

P = kev/0(Bpf)%/2 (4.11)

where the parametée depends on the microscopic structure of the material.
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4.2.3 Hysteresis loss

Every atom has a small magnetic moment, and in Ferromagnetterials the inter-
atomic forces tend to align these moments in the same dreatier regions containing a
large number of atoms. These regions are called domaindptih@in moments, however
vary in direction from domain to domain. When such mater@éssubjected to external
magnetic field, the domains which have moments in the doedf the field grow at the
expense of other domains. This is the process of magnetizafithe material in the
direction of the applied external field.

At the microscopic level, the magnetization process praséerough sudden jumps,
called Barkhausen jumpsf the magnetic domain walls. Very intense and brief cur-
rent pulses of the order of 18s [11] are generated close to the domain wall segments.
These spatially localized eddy currents induced by the domvall jump dissipate a fi-
nite amount of energy through the Joule effect. The sum dhalldomain-wall jumps
will account for the observed hysteresis loss. With a high&s of changelH/dt the
time interval will decrease, so number of Barkhausen junmusthe amount of energy
dissipation per unit time is proportional to the magnet@atrequency. The expression
for the hysteresis loss in one magnetization cycle is

Py = 4kB3 f (4.12)

The parameterk, anda depend on the structural properties of the material at tloeani
scopic level. No general rule exists for determining thelues in different materials.

4.2.4 Total loss

A detailed evaluation of the core loss requires extensiwswedge of the microstructure
of the material along with the numerical implementation athematical models of hys-
teresis. The complexity of the problem coupled with the faat the magnetic materials
chosen for filter design have very low core loss comparedppeowinding loss suggests
that the core loss graphs published by vendors of magneterrakare sufficient to esti-
mate the core losses. This has been confirmed by experinudrsatvation under steady
state operating conditions where temperature rise in thewas very less compared to
the winding.
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4.3 Copper loss

A voltage is induced in a conductor if it is subjected to tina@ywng magnetic flux, ac-
cording to Faraday’s law. The inducing field may be due tows ourrent, which must be
time varying or due to time varying current carried by anotjacent conductor. In the
first case the phenomenon is callgkin effect and the second case is calletbximity
effect The induced voltage gives rise to currents distributedughout the body of the
conductor. These currents are calledtly currents and they have three major effects.

e Heat because of ohmic losses
e Opposite magnetic reaction field

e Additional forces due to interaction of induced and indgdields

The two eddy current effects discussed above will occur kanaously in a conduc-
tor that carries an alternating current and is positionednrexternal alternating field,
which is the exact situation of a conductor which is part & inding of an inductor
or transformer. The effect of these eddy currents can belleaéd by formulating elec-
tromagnetic equations, either in differential form or gri@ form. The differential form
of the Maxwell’'s equations describe the electromagnetid ftectors-E, H, J, B at any
point in space. These differential equations can be solyednalytical or numerical
methods.

Analytical solutions are limited to linear equations, wsftecific geometries and sim-
ple excitation. Analytical methods normally use field equag since boundary condi-
tions are expressed in terms of magnetic and electric fighgssolutions are limited to
mostly one or two dimensional problems. One dimensionablpras have closed form
solutions which give good insight into the problem. Numakrimethods can handle com-
plicated geometries and both linear and non-linear equsitibhey however, require large
computation times. In most cases, numerical methods useetiagector potential in
conjunction with electric scalar potential. The integratnh of these electromagnetic
equations are particularly suited for numerical methods.

4.4 Foil conductors

Foil conductors are well suited for applications which h&aath a high switching fre-
quency and high rated current. By proper selection of theskrof foll, it is possible to
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significantly reduce skin effect losses. Most high poweutdr designs make use of foil
winding to minimize high frequency copper losses. The sgbset analysis of power
loss in foil winding is referred from [16], [17], [20] and [27

4.4.1 Assumptions

1. The magnetic field distribution is solved for a windingtomm. A winding portionis
a part of the winding which extends in either direction altimgaxis of the winding
height from a position of zero field intensity to the first gov& or negative peak of
the magnetic field intensity.

2. The conductor foils are assumed to span the entire breathle core window.

3. Magnetic field in the winding space is assumed to be patalleenter leg of the
inductor. This is strictly accurate only in case of infinitdenoid windings. If the
foil winding is assumed to span the entire window heightntties assumption is
valid.

4. The winding layer is modelled as a finite portion of an iri@rgurrent sheet. This
gives the solution of field equation in rectangular coortéesa

5. The curvature of the foil conductors is neglected whilewating the radial field
distribution across the winding layer.

6. Almost all of the magnetic field intensity of any windingyéa is assumed to exist
inside the region bounded by that layer and there is nedgigiagnetic field outside
this region.

4.4.2 One dimensional H field

Fig. 4.3 shows the typical cross section of inductor withdondings. Ampere’s law can
be used to find the magnetic field intensity between condiayers.
| pk
H.— _PX 4.13
° bWin ( )
wherel p is the peak current flowing in each layer, dngh is the width of the window.
The field equations oH andJ can be solved in rectangular coordinates. Hence the



82 Power Loss and Heating Effects

mth layer

breadth Foil conductors
z depth
|Ly
X
height

Figure 4.3: Inductor cross section with magnetic flux intgrend current density fam"
layer.

magnetic field intensity phasor can be represented as
H (Xa y7 Z) = HX(X7 y? Z>éX + Hy(x7 y? Z)éy+ HZ(Xa ya Z) éZ (414)

To simplify the analysis we will assume that the spatial nedignfield intensity phasor
is a function ofx only and directed irz direction. Then the three-dimensional diffusion
equation becomes a one-dimensional equation.

H(Xa ya Z) = HZ(X)é-Z (415)

From the wave equation for time-harmonic fields we get,

T2H — yPH — ‘32:;2()() — VHy(X) =0 (4.16)

wherey? ~ jw pao. Here,w if frequency of the applied current in radfs s the absolute
permeability of the foil material (coppen, same as air) and is the conductivity of the
foil winding. The general solution has the form

H,(x) = A&+ Be ¥ (4.17)

whereA and B are determined by applying the boundary conditions of miagtield
intensity at the surface of the current shégi(x = 0) andHz(x = hgy).
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Expressing in hyperbolic form using the boundary condgion

1

100 = Srhvha

[Hz(X = hey) sinh yx+ Hz(x = 0) sinh y(hey — X)] (4.18)

To prevent zeros from appearing in the denominator of somatemns that are derived,
the variablex is changed tgy, such that the new variable does not become zero for any
boundary condition.

(4.19)

hcu—x |f‘Hz(X: hcu)| < ‘Hz(X: O)‘

This definition causeg = 0 to be always at the surface having the smaller of the two
boundary magnetic fields, and= h¢, to be always at the surface with the larger field. If
we define the boundary condition ratio as

Hz(x =0)
=4 4.20
Hz(X = heu) ( )
From Fig. 4.3, the boundary condition ratio for & layer will be
~ (m=1)Ho
p= TmH, (4.21)
Substituting Eq. (4.20) in Eq. (4.18)
Hz(x =h . .
Ha(x) = S2X =) iy p.sinhy(heu— X)) (4.22)

sinhyhgy

4.4.3 Power dissipation

The current density phasdy(x) in terms of the magnetic field intensity phastu(x) is
derived from Maxwell's equations.

vV xH=0E+jw :
H=0E+jwe (4.23)

whereo is the conductivity of the material carrying the alterngtourrent of frequency
w rad/secg is the permittivity of the conducting material, which is a@st same as free
space. Since for a good conductors> w ¢,

vV xH~0OE=J (4.24)
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Sinced isinydirection andH is in x direction and both are functions xftaking the curl,

~ OHz(X)

Jy(x) = Ee (4.25)
J(X) = _w:i;(é(y:c?cu) [coshyy — p-coshy(hey— X)] (4.26)

The power dissipated per unit volurpg(t) is

_ B

Pa(t) (4.27)

The time-averaged power dissipated can be calculated fneratiove expression by in-
tegration. To simplify the calculation, the winding laysrassumed to be flat instead of
cylindrical, extending a distance equal to length of turthiay direction.

h
/\ Ci
~N—1 /7
bWin
e N / 4
~—— z Ly T

L

Figure 4.4: Current sheet approximation to find total powss|

1 /T /bwin rlv rheu
Py = —/ / / / pa(t) dy dy dz dt (4.28)
TJo Jo Jo Jo

whereT is the period of the waveform. For sinusoidal waveforms, ae simplify the
above expression,

1 /Pwin flv rheu
P, = —/ / / pa(t) dx dy dz (4.29)
2Jo o Jo
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IT is the length of mean turn of coil. Sindedoes not vary witly or z, the integration
with respect to those variables becomes simple multiptinat

in | Peu
Pa=1 ™ py) dx (4.30)

The power dissipated per square meter inythez plane is given by

Py 1 /h .
Q=5 =5 | 300-F00 dx 431)

whereJj(x) is the complex conjugate df(x) and[Q,] represents time-average. The
resulting expression is

Qi) =

IHz(x = hew)|? 11 p?) sinhA+sin2A pSinhA cosA +coshA sinA
oo cosh A —cos 2\ cosh A —cos 2A
(4.32)

where skin deptd = /2/(w o), A= hey/d is defined as the height of the winding layer
hey Nnormalized to skin depth, p is the boundary condition ratio, an(x = hey)|? is
the square of the rms value of the larger magnetic field ineasthe two surfaces of the
current sheet.

Using the two following hyperbolic identities [20],

sinhZa+sinza 1] sinha+sina sinha—sina

i 4.33
cosha—cosZAa 2 |cosha—cosa + cosha+ cosa ( )
and
sinh 22+ sin 2a B sinha—sina n sinha cosa+ cosha sina (4.34)
cosha—cos2Z cosha+cosa cosh &—cos Aa '
we can simplify Eq. (4.32) as
Hy(x = hey)|? [(1— p)2 sinhA+sinA (14 p)? sinhA—sinA
oo 2  coshA—cosA 2 coshA+cosA
Substituting forp from Eq. (4.21)
IHz(x =hey)|? 1 [ sinhA4sinA , SiNhA —sinA
= m—1)"—F—— 4.36
Q] oo 2m? coshA—cosA+( m-—1) coshA -+ cosA ( )
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ReplacingHz(x = hey) using Eq. (4.21) and Eq. (4.13)

1%« 1 [sinhA+sinA 12 SinhA —sinA

Q] = b2, 208 | coshA — cosA +(2m—1) coshA + cosA (4.37)
To find the average power dissipated per meter (iryttieection),
Pav = [Q3] - bwin (4.38)

4.4.4 AC resistance
In electrical terms, the average power dissipated is algngn terms of resistance as
Pav = Radl s (4.39)

wherel;msis the rms current in each foil conducté, is also expressed as,

Py = Rac%clfms (4.40)
C

whereRy. is the dc resistance of the foil conductor per unit length

1

= 4.41
Rc 0 byinhey ( )
Hence we get
Rac, 2 1
Pwv= —lims—— 4.42
v Rac >0 bwinheu ( )
Equating Eq. (4.38) and Eq. (4.42),
o A [sinhA+sinA > SINhA —sinA
Rec =Rac3 | Gosha —cosa + (M~ coshA + cosA (4.43)

This is the Dowell’s formula to calculate AC resistance @ttt layer of a foil winding
having a dc resistance & per unit length.
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4.5 Round conductors

Round conductors are most widely used to construct indsittecause of their low cost
and ease of use. BUR,: in case round conductors is higher than foil conductors for
the same frequency, and increases much faster with numberref and layers. The
following analysis of power loss in round conductors is nefd from [1], [3], [15] and
[18].

4.5.1 Orthogonality

As discussed before, eddy current effects can be dividedkih effect and proximity ef-
fectlosses. Itis possible to separately calculate thekdse to skin effect and proximity
effect since the two currents are independent of each oflerconditions in which this
orthogonality is valid is detailed in [20] and [22]. A sufieit (but not necessary) con-
dition is that the conductor must have an axis of symmetrytaedcurrent distribution
due to skin effect current has odd symmetry about this axdscamrent distribution due
to proximity effect current has even symmetry about this éar vice verse), as shown in
Fig. 4.5 [22].

Symmetry axis Current: Even symmetry ~ Current: Odd symmetr

0 0. 00 @, g0
0 @ ?
o0

£
4 @
[ 1 ) @

H
b

R SACACASAD)

Total loss in a layer Skin effect loss Proximity effet loss
@ Wire carrying current O No net current
- +
H - H2 H]_ H = MZ_
(0] 2 2

Figure 4.5: Orthogonality in Eddy current losses [22]

Let the current density vector be a functionxodndz axis and directed alongaxis
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(Fig. 4.4),
J=Jy(x,2) (4.44)

The average power dissipated per unit length for sinusewdakeforms is already men-
tioned as

1
Pi=—1/JJdA 4.45
4= oo /A (4.45)

whereA is the cross section area of the conductor. Separating thee8kct current and
proximity effect currentsjs andJ, respectively,

1 b *
Py =5 /A (J-+3p) (32 + J5) dA (4.46)

SinceJs has even symmetry anld has odd symmetry,

1 * *
Py= 5 /A (332 + JpJ5) dA (4.47)

Py = Pys+ Pdp (4.48)

Hence the skin effect losses and proximity effect losseseasalculated separately. The
sum will give the total eddy current losses of the conductor.

45.2 Skin effect loss

Z/l-p

©

Figure 4.6: Round conductor in cylindrical coordinates

The Bessel function solution can be used to find the curresttiloution in round
cylindrical conductors subjected to an alternating eledield E. All the field vectors are
expressed in cylindrical coordinatés, ¢,z). Consider a round conductor of radips
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carrying atime varying current of rms valljgs at a frequencyo rad/sec. For conductors,
¥ ~ jow po. Maxwell’s equations are,

v xH=J=0E (4.49)

vV XE=—jowH (4.50)
So

_jawuv xJ=H (4.51)

Substituting Eq (4.51) in Eq (4.49)

—jauwvx(va):J (4.52)

v2) = jouw] (4.53)

T2 =2 (4.54)
where

V= jouo (4.55)

If the current density ig directed with no variation alongand ¢, then we can expand
Eq. (4.54)

dZJZ 1dJ, 3, —
Z —

ap? 5% — (4.56)
Multiplying throughout byp?
20 yp?J 4.57
dp2+p—— p°3,=0 (4.57)
We can simplify the above equation as
V= jowu=jp (4.58)
d?J
p° Z+p— —(\/ipP)?=0 (4.60)

dp?
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The two independent solutions are [3]

J; = Alo(\/jpp) +BKo(v/ipp) (4.61)

wherelg(x) is the modified Bessel function of the first kind of order zemd Ko (x) is the
modified Bessel function of the second kind of order 2e@incep = 0 is a solution of
Eq. (4.61) buK(0) = «, the constanB must be zero to satisfy the solution@t= 0. So
the actual solution is

3= Alo(\/jpp) (4.62)

The constanA is evaluated in terms of current density at the surface(pg), assuming
current density at surface to lodk=g = Jo. Then the above equation becomes

lo(v/jPP)
=05 (Vippo) (4.63)

Or writing in terms of skin deptld = v/2/,/p

1= 3, 0VTV20/3)
10(v/v/200/3)

Separating the complex Bessel function into real and inagiparts using the definition
that

(4.64)

ber(x) = Relo(x/])] (4.65)
bei(x) = Im[lo(x/])] (4.66)
lo( x\/ ber(x) + jbei(x) (4.67)

Using the above definition, Eq (4.64) becomes

_, ben(v2p/d) + jbei(v2p/5)
“bei(v'2 po/5) + jbeio(v/2 po/3)

(4.68)

SubstitutingA = p/d andAg = pp/d , we can express the current density in a solid wire
of radiuspp in terms of instantaneous quantities,

J = RelJe/“] = Re[J,el ] (4.69)

1Bessel functions are explained in some detail in Appendé A.
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J = |Jjcoqwt+ /) (4.70)

1 [ beBv2n +beg(vaa)
ber(v/2 Ao) + be(v/2 Ao)

where®f is

Jo coqwt + 6) (4.71)

= ber(v/2 Ag)bein(v/2 A) — ber(v/2 A)beip(v/2 Ag)

O (V2 Bo)bet(v2 ) 1 beb(v/2 A)bei(v/2 Ao)

(4.72)

Power dissipation

From Ampere’s law, the relation between current flowing inroand conductot and
magnetic flux density at the surface of the conduBtas given by

I ZLEA

= o (4.73)

We can find the relation between curréand current density, (Eq 4.63) using Maxwell’s
equations.

v XE=—jwB (4.74)

%va:—ij (4.75)

Using the definition ofl, from Eq (4.63), we can evaluate Eq (4.75pat po

. 1 aJZ)

wB, = — =2 4.76
J Po a(ap . ( )
: 1. —I15(v/Ippo)

WB,. = —Jpy/jp-1V 0/ 4,77
19800 = 5oV IPY (ippo) 4.77)

wherel((jp) represents the differential &f(jp). Substituting the above equation in Eq.
(4.73)

| — 270 /1P lo(¥Po)
K jwao “lo(ypo)

(4.78)

Since

p=wHOo (4.79)
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21 % 16(+/7P Po)

| = 4.80
NORNTTS (480
The average power dissipated per unit length of the wire is
2
dPy = 2”2‘ 2mpdp JZJZandp (4.81)
whereJ; is the conjugate ad,. Conjugate of
 * 1+j)* 1-—
(=22 ) ==2__ 4.82
(V1) ( %) = m = Vi (4.82)
and
15(+v/iPP) = lo(+/=iPP) = lo(—i\/iPP) (4.83)
So the conjugate of current denskybecomes
J —J 4.84
’ (—JW Po) (4849
Po
Pav:/ dPaV (485)
0

8% B
P = S T T . o(/IPPl(—ViPp)pde (480

The result written in terms of ber and bei functions is

J5 100 ben(/Ppo)bep(/PPo) — ber(y/Ppo)bei(,/Ppo)

_ _ (4.87)
/PO bef(\/Ppo) + bep(1/PPo)
From Eq (4.78) we can get the rms currépis
2 21Ppg ,16(+/1PPo)ls (v/IPPo)
|fms = Jo * (4.88)
P~ lo(v/iPpo)ls(+v/iPPo)
wherel(')*(x) is the conjugate ohf)(x) , I5(X) is conjugate ofy(x) andp = w uo.
12— 2pg Jz(be()(\/ﬁpo + (befg(y/PPo))? (4.89)

P bei(,/Ppo)+bed(,/Pro)
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AC resistance

If Rycis the dc resistance per unit length, i.e

1
=— 4.90
I:de O'T[R% ( )
then the ac resistané&yi, can be expressed in terms of dc resistance as
R .
Sk Rie X 120 = Pay (4.91)
Rdc
Py
Rskin= 75— Rdc (4.92)
Irms c
o I:)av 2
Rskin = |2—7TP00 Rdc (4.93)

rms

From Eqgs. (4.93), (4.89) and (4.87) the AC resistance reptex) skin effect can be
calculated.

Po./P ber(,/Ppo)bei (,/Ppo) — ber (/Ppo)bei(,/Ppo)
2 (ber(y/Ppo))>+ (bel (1/Ppo))?

Rskin = Rdc (4-94)

wherepyg is the radius of the cylindrical conductor.

4.5.3 Proximity effect loss

The current distribution in a round cylindrical conductabgected to an external homo-
geneous magnetic field can be found from the magnetic vectenpal. The magnetic
vector potential in terms of current densitys?

V2A — guw?A = —ud (4.95)

The net current density includes conduction current density and displacemeneatirr
density. The termw?eA refers to the displacement current, whijA /i refers to the
conduction current. We can ignore the displacement cusiece it is very insignificant
in conductors. So Eq. (4.95) becomes

VA

YA (4.96)

2This equation is derived in Appendix A.7
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The conduction current can be expressed in terms of eldigtiac
J=0E (4.97)
whereE, in terms of potential&. and® is
E=—-v®P-jwA (4.98)
From Eq. (4.96), (4.97) and (4.98)
2

A .
_Vu —0y P+ jwoA (4.99)

In the above case of the conductor subjected to an exterrgietia fieldHg, there is no
applied electric field, hence no source electric potential.

oyvP=0 (4.100)
So the magnetic vector potential equation reduces to
2

VTA — jwoA (4.101)

In cylindrical coordinates,

A, 10A, 109°A,
302 T oap T2 ar = VA, (4.102)
After simplification [7], the vector potential inside thelicyler is
:3/2
p, = AHoHod W(PPVeD) o (4.103)

92VZ F(j32v/200)

whereJ;(x) is the Bessel function of the first kind of order one, &) is the regular
Coulomb wave function. The current density in terms of mégnector potential is

b =—jwoh, (4.104)

_ 4oHoj¥2V2 0 (j¥2V28)

J
i 0 F(j¥2v200)

sing (4.105)
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The eddy current losses per unit length of the cylinder is

= 2 ™ [ |320dpd 4.106
p—E/O/OHPP(P (4.106)
Substituting Eq. (4.105) in Eq. (4.106)

_ 2myben(,/Ppo)ber (/Ppo) +beb(,/Ppo)bel (1/PPo)

= (ber(y/o)) 2+ (bei(y/Bpo))?

H2 (4.107)

As in the case of skin effect resistance, the proximity eféecresistance of thef" layer
of a multilayer round wire winding can be derived.

B PoyP[ ., 2Pen(y/Ppo)ber (/Ppo) + bek(/Ppo)bel (,/Ppro)
Rpr(m) = Racm) 2 2m(2m—1) (ber(,/Ppo))2 + (bei(, /Ppo))2
(4.108)

whereRyq is the dc resistance of thg" layer.

AC resistance

The final analytical expression for the ac resistance ofrfidayer of a multilayer round
wire winding is

Rucm = Ry po+/P [ber(,/Ppo)bel (\/Ppo) — ber (,/Ppo)bei(,/Ppo)

adm) = Tddm) 3 (ber(/Ppo))2+ (el (y/Ppo))?

»ben(,/Ppo)ber (,/ppo) +bek(,/Ppo)bei (,/Ppo)
(ber(/Ppo))? + (bei(y/PPo))?

(4.109)
—2n(2m—1)

The Rac/Ryc ratio is calculated for a Ferrite core inductor with roundemvinding
and an Amorphous core inductor with foil winding. The relsvparameters used for
calculation is detailed in Table 4.1. Figures 4.7-4.8 fHai® theRac/Ryc curves for
foil and round wire winding. We can conclude from both the fegithat the proximity
effect loss componentis the dominant loss at frequenaise¢b the switching frequency.
Another observation is that the proximity effect loss beesrdominant at much lower
frequencies in round wire winding compared to foil winding.
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10

Rac/Rdc

0

Round wire  Foil
Dia / Thickness (mm) 2.643 0.127

Skin depth 50Hz (mm) 9.348 9.348
Skin depth 10kHz (mm) 0.661 0.661

Porosity factor 0.854 *
Turns 120 137
Layers 4 137

Table 4.1: Parameter list fét,c/Ryc calculation

Rac/Rdc for Foil conductors

Frequency [Hz]

T Rac/Rdc——
Skin Effect——-
Proximity effect
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, ;
1 10 100 1000 10000 100000

led

Figure 4.7: Resistance variation as a function of frequendicating skin effect, prox-
imity effect and overalRac/Ryc for foil winding.
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Rac/Rdc for Round conductors

10 T T T T
: : : Rac/Rdc—— !
: ‘ ‘ Skin Effect=-—=- /
! ! 3 Proximity effect U
o e R REETET R L LETT R Y EEREERRR e Foeeeeeaes 1

Rac/Rdc

ob— N N R L
10 100 1000 10000 100000 leA
Frequency [HZz]
Figure 4.8: Resistance variation as a function of frequendicating skin effect, prox-

imity effect and overalRac/Ryc for round wire winding.
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4.6 Thermal analysis

Heat is a form of energy that can be transferred from one systeanother as a result
of temperature difference. Heat transfer is the sciencedéermines theate of this
energy transfer. The basic requirement for heat transffieipresence of a temperature
difference. Transfer of energy is always from a body of higbenperature to a body of
lower temperature, and the transfer stops when both reachkatime temperature. There
are three mechanisms of heat transfer -conduction, caoweand radiation. Conduction
occurs in a substance when energy is transferred from mengetic particles to adja-
cent less energetic ones. Conduction takes place becalesttide vibrations and free
flow of electrons in solids and collision and diffusion indigs and gases. Convection is
energy transfer between a solid surface and adjacent lmugés that is in motion, and
involves conduction along with fluid motion. Radiation iseegy transfer in form of elec-
tromagnetic energy. It is the fastest type of heat transfdrdoes not require a material
medium.

The principles of heat transfer are used to estimate thasitémperature of the filter
components, especially the inductor. The power loss inrtdagtor, including the core
loss and copper loss get converted to heat. By knowing thetraesfer rate and the
ambient temperature, we can find out how hot the inductorlv@tiome at rated condi-
tions. This is the final step of the inductor design where thi&res design procedure is
validated on the basis of expected temperature rise. Theattemperature constraint
is the temperature rating of the insulation. The insulatiead is Nomex which is rated
for 200°C, but filter components are designed to operate at temperatd 00C, at an
ambient temperature of 46.

There are three modes of heat transfer mentioned in thequepiaragraph, but in this
specific case, only two are possible. Heat is transfered thensurface of the inductor by
natural convection and/or radiation. In order to solve this heatdfar problem, certain
assumptions are made to obtain the simplest model whidlyigtidis reasonable results.

1. The inductor consists of a core material (which is usualhad conductor of heat)
surrounded by copper winding (good conductor) and insutatbad conductor).
Also from the previous analysis we have concluded that cdppses far exceed the
core losses. Still, from the thermal analysis point of vigng inductor is considered
to be a uniform body with uniform temperature. This also swdet conduction as
a mode of heat transfer from the interior to the surface, whas to be accounted
for later.
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2. The surface temperature of the inductor is directly propoal to the power loss
and inversely proportional to the surface area availalie. tdtal surface area is the
sum of the surface area of the core and the surface area otiteermst winding
layer. There is some overlap between the two surfaces whiitheduce the net
surface area, but this is ignored.

3. The temperature of air immediately surrounding the itolucs assumed to be
45°C, while the temperature at a point far away (or room tempegis assumed
to be 25C.

4. The inductor is designed to be cooled with natural comveaturrents. The con-
vection heat transfer coefficiehgony is not a property of the fluid. It is an experi-
mentally determined parameter which depends on surfacegteg nature of fluid
motion, properties of the fluid, bulk fluid velocity and otharriables which affect
convection. This means thhgyny cannot be accurately determined by analytical
methods. Some analytical solutions exist for natural cotiwr, but they are for
specific simple geometries with further simplifying asstimps. The analytical
expressions for a natural convection over a simple vergilze is used to approx-
imate the heat transfer in the inductor. The accuracy ofadesamption is verified
by experimental measurements of temperature.

4.6.1 Radiation

Thermal radiation is a form of radiation emitted by bodieséwese of their temperature.
Unlike conduction and convection, transfer of heat throraghation does not require an
intervening medium. The maximum rate of radiation that carimitted by a surface of
areaAs at a temperature df K is given by the Stefan-Boltzmann'’s law

Pad = OASTS (4.110)

whereg=5.67x 108 W/m? K# is the Stefan-Boltzmann constant.

When a surface of emissivigyand surface areds at thermodynamic temperatufe
is completely enclosed by an much larger surface at a thegrmawdic temperaturésy,,
separated by a gas (like air) that does not intervene witltiad, the net rate of radiation
heat transfer between these two surfaces is given by

Prad = 0 As(Ts — Tetr) (4.111)
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4.6.2 Natural convection

Convection is a form of heat transfer from a solid surfacertadjacent liquid or gas
in motion, and it involves the combined effects of conduttand fluid motion. Bulk
fluid motion enhances the heat transfer between the solidcsiand the fluid, but it also
complicates the determination of heat transfer rates. &teeaf convection heat transfer
is observed to be proportional to the temperature diffexgaind is expressed by Newton’s
law of cooling as

Peonv= NconAs(Ts — Two) (4.112)

wherehgony is the convection heat transfer coefficient in W/NE, As is the surface area
through which convection heat transfer takes pldges the surface temperature anglis
the temperature of the fluid sufficiently far away from theface. As mentioned before,
hconvis Not a property of the fluid, but is an experimentally deteed factor based on a
variety of hard-to-estimate factors.

When the fluid motion occurs only because of the density iffee between heated
‘lighter’ air and cooler ‘heavier’ air, it is termed as Naaliconvection. Although the
mechanism of natural convection is well understood, theperities of fluid motion
make it very difficult to obtain simple analytical equatidios heat transfer. However,
analytical solutions exist for some simple geometries aedave using the analytical
equations for natural convection over a simple verticaigotd lengthL and temperature
Ts.

4.6.3 Temperature estimation

The quantity of interest is the final steady state surfacepézaiure orTs. Since the
convection heat transfer coefficiemdy also depends o, to initiate the calculation,
the surface temperature is assumed. This initial surfanpeeature is used to fingon.
Since the net heat transfer rate is know, using the calditatg,, the surface temperature
can be calculated. This process is repeated until the sutémperature converges the
actual value.

1. Assume an initial surface temperatiie

2. For radiationTgyr IS assumed to be 26 and for natural convectiofl,, is assumed
to be 45C. Also surface emissivity for radiation is assunzed.6.
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3. Calculate the film temperature

C To+ T

T
f 2

(4.113)

4. For the film temperatur&, the properties of air at 1 atm pressure are defikesl.
the thermal conductivity of air (W/m K)y is the kinematic viscosity (fis) andPr
is the Prantl number.

5. The length of the vertical surface is know as the charatietengthL. In case of
the inductor, this will be equal to the height of the inductor

6. Calculate the Rayleigh numbiea. and Nusselt numbe¥u.

Cpr (4.114)

Nu= |0.825+ : T (4.115)

whereg is the acceleration due to gravity(9.84)/and is the volume expansion
coefficient =1Ts.

7. The convection heat transfer coefficient is given by thisagion.

Nuk
hconv = L (4 116)
Cc

8. The net heat transfer rate is equal to the total powerpdissil.

Peonvt Prad = Poss (4.117)
Peonvt Prad = NeonAs(Ts — Tw) + €0 AS(TS4 — Tsirr) (4.118)

9. Solving this fourth order polynomial equation giv‘éé Steps 3-8 are repeated till
the surface temperature converges to one number, whiclbevithe actual surface
temperature of the inductor for a power losd Rt
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4.6.4 Design example

The example considered is Ferrite core inductor with a sibgbbin round wire winding.
The inductor shape is defined in Fig. 3.4 (Chapter 3). The ptags in this inductor for

a dc current of 14 A was measured to be 37 W. The total surfaze srcluding core and
copper surface area is 0.062.nThe characteristic lengik is equal to the height of the
inductor. Following the steps specified in the previousieact

1. Assume surface temperature iS85
2. T{=65"C. For thisTs, the properties of air at 1 atm pressure are

e k=0.028881 W/m K
e 0=1.995<10°°
e Pr=0.7177

3. Ra =7.349< 10°, NU=28.64,h¢on=5.67 W/nt K .
4. Substitutindnconyin Eg. (4.118) and solving fofs, we getTs=91°C.

5. Using this newls, we once again recalculate the convection coefficient. Hve n
heonv=5.643.

6. This time, solving Eq. (4.118) with the ndwgny gives the samé&;=91°C. Hence,
this is the final surface temperature (the experimentallgsueed temperature was
88°C).

4.7 Summary

The various sources of power loss in an inductor are disdussgetail. Particular atten-

tion is given to winding copper losses in the inductor. Thesgpns describing the copper
loss at various frequencies are derived for both foil wigcand round wire winding. The

principles of heat transfer are used to estimate the sutéanperature of the inductor.
The steps involved in thermal estimation are explainedgugireal-world example.
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Chapter 5

Grid Interactive Operation and Active
Damping

5.1 Introduction

The previous chapters looked at the design of the LCL filter issicomponents. In this
chapter we will study the grid interactive operation of cerers with LCL filters. The
basic operation of such converters have been widely stydi@fl The focus here is on
aspects of damping that arise during grid interactive dperaof the power converter.
Active rectifiers and active front end converters(AFEC)ébeen used in drives as well
as distributed generation system and are now becoming mdrenare popular because
of their ability to control the line side power factor and do@oltage at the same time.
These type of converters are connected between load andithergutility in order to
supply fine quality of power to the load.

5.2 Active front end converter

The converter consists of a three-phase bridge, a high itapee on the dc side and a
three-phase filter in the line side. The voltage at the midlpafia leg or the pole voltage
Vi is pulse width modulated (PWM) in nature. The pole voltagasists of a fundamen-
tal component (at line frequency) besides harmonic compsnaround the switching
frequency of the converter. Being at high frequencies,glfegmonic components are
well filtered by the high inductances (L) or some higher otatex filter (LCL). Hence the

107
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Figure 5.1: Grid connected operation with the simple L filter

current is near sinusoidal. The fundamental component obNfirols the flow of real and
reactive power.

It is well known that the active power flows from the leadindtage to the lagging
voltage and the reactive power flows from the higher voltagée lower voltage. There-
fore, controlling the phase and magnitude of the converdéiage fundamental compo-
nent with respect to the grid voltage can control both acine reactive power. As the
grid voltage leads the converter pole voltage, real powerslisom the ac side to the dc
side, while the reactive power flows from the converter toghe based on the difference
in magnitude of the grid and inverter fundamental voltages.

Apart from control of real and reactive power flow, an FEC dt@lso have a fast
dynamic response. Operation of FEC with the first order Lrfisewell reported in the

literature but operation of this type active rectifier witGL filter has now started drawing
attention [2,12].
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Figure 5.3: PWM waveform applied to the filter
5.3 Problem of LCL resonance

Normally grid impedance reflected back to the converter isitlev and in particular, the
resistive component is very less so, if the resonance isegkdhe oscillation of that can
continue for a long time, which can make the entire systemesalble. Actually when
the PWM converter is switched on, the filter (LCL) encountsudden pulse at the input
as a result filter starts to oscillate in its cutoff frequenidgre is an attempt to show how
the resonance is excited by PWM converter (AFEC) itself.that LCL filter is modeled
inside the FPGA based controller and fed from a very narroglsipulse from the same
controller. After exciting from the pulse, filter starts teailate at resonant frequency.
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Figure 5.4: Unit impulse excitation applied to filter

Pulse is being generated in FPGA by means of switch de-bogthagic.

In the grid-connected operation with LCL filter damping isgn#ficant part of design
if we want to utilize the full advantages of higher order filnd modern high perfor-
mance digital controllers. There are two ways to damp thenasce, passive damping
and active damping. The passive approach can damp resonaateondition but it has
a loss penalty that needs to be traded off with the amountmfpday as seen in chapter
(1). The active damping approach can act only when the powrerecter is switching. It
is seen to be desirable to combine both active and passiveages in a hybrid manner
so that some minimum level of damping is always present wbahbe enhanced when
the power converter is switching in a lossless manner.

5.4 Active damping

In passive damping, damping is provided by physical elem&ke resistors. But this
process is associated with losses. To reduce losses andvenire performance induc-
tors, capacitors are provided along with resistors in pasgamping networks as seen in
chapter (1).

In active damping, damping is being provided by means ofrob@igorithm, this
process is not a lossy process so this process is much moaetig#. But there is a
limitation of active damping, such as this control techmiglepends on the switching of
power converter, so this is effective only when power cotaras switching. In addition,



5.4 Active damping 111

the switching frequency of the power converter is limited¢eethe control bandwidth of
the active damping is also limited. There are broadly twohoes of active damping can
be thought one is based on traditional Pl-controller, ardther is based on generalized
state-space approach. In this chapter we will focus on aedethactive damping based
on state-space for arbitrary pole placement.

5.4.1 Active damping based on traditional approach

The traditional approach is based on different currentrobistrategy such as conven-
tional Pl-controller based [3] (in rotating frame) comhbineith lead compensator or a
resonant controller as a main compensator ih 3 domain. In these approaches band-
width of the system or settling time cannot be arbitrarilethas these based upon main
current controller bandwidth. In other words placementefe¢losed loop poles is deter-
mined by the current controller design.

5.4.2 Active damping by means of state space method

This approach is more generalized than traditional Plvotlet based method because
of flexibility. This method gives us the freedom of arbitrgngle placements or in other
words bandwidth can be independently fixed without dependipon the current con-
troller bandwidth. More over the energy required for dangpian be optimized by means
of state-space based method. So, state-space based midisdjood stability margin
and robustness to parameter uncertainty in the grid impedanthe same time imple-
mentation is simpler in case of state-space based methoda B@able under-damped
system, its poles should be on left half of s-plane. In ous@nécase providing damping
is equivalent to shifting the closed loop poles in the left bas-plane. So all we have to
do is to shift the closed loop poles in the left half of s-pléayemeans of a suitable gain
matrix. Shifting of the poles can be determined by requirettling time of the closed
loop system. Along with the damping, the transient respaasealso be improved for
the different states.

5.4.3 Filter modelling in state space

There are two inputs to the system in Fig. 5.3: PWM output ef power converter
and grid voltage. First one is the active input that can bérotled and second one is the
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uncontrolled disturbance input. The states of the systerslacted to be the two inductor
currents and one capacitor voltage.

G A WAL 0 0
% == 00 i [+ & |Unt+|[ O |Us (5.1)
1 - _1
LtZ [ 0 O I 2 0 T
In more compact form,
XLcL = ALcLXieL + Biliny + BoUg (5.2)
y=CiciXcL (5.3)
where
o L =
cC T
AL = [—ll 0 0 (5.4)
1
G 0 O
0
0
0
Bo=| 0 (5.6)
-1
Lo
1 00
CicL= 5.7
LCL (O 1 0) (5.7)

Now position of the poles are on imaginary axis hence theesys$ oscillatory and
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Figure 5.5: Typical scheme for active damping
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Figure 5.6: Pole placement to LHS of s-plane

highly sensitive to outside disturbances.

5.4.4 Pole placement of the system

Typical scheme (in brief) for active damping control can sualized by Fig.5.5. PWM
delay and the digital controller delays correspond to pless®s in the requirements of
the active damping control.

As mentioned earlier that poles of the closed loop systemmigr@aginary axis for
un-damped system. Now the poles can be moved to the left htiEcs-plane properly
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choosing the BW or settling time of the entire system.

Let the imaginary axis pole is to be shifted §@, + jax/1— &2. Where is the
damping factor of the system. We need to select this dampicigif for designing this
system.¢ is taken as 0.6 in this case to provide sufficient damping.aBeigning above
pole in the system we use control law,

Uinv = —KXcL (5.8)
or in another form,

Uinv = —K1Ve — KaiL1 — KaiL2 (5.9)
The task is to find the gain matrix for the system. The systepersinitized for this

purpose.

5.4.5 Per unitization

For 10kVA inverter and 440V grid voltage we can per unitize siystem as below. After
perunitizationlL,= L, = 3mH and C = 16 mF beconig =L; = 0.05pu and C = 0.09pu
Now the required pole placement is-a12.25+ j16.32. Hence the required gain matrix
IS

K=( -0.0005 15 -15) (5.10)
The complete system model can be written in state-space as

X oL = (ALcL — BiK)x oL+ Bar (5.11)
Wherer is reference input, which is determined by the overall aanfhis gives the
damping loop description, which is based on statespacellmasthod.
5.4.6 Physical realization of active damping

The concepts of active damping can be realized from the eouatll. After splitting
the state-space form we get,
d\Ve
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Figure 5.7: Active damping by weightage capacitive curfeatiback
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Figure 5.8: Approximate circuit representation of actiaegbing

dipy

Llﬁ = —(1+K1)Ve — Kaip1 — Kzi 2+ Ujny (5.13)
Lz% =V —Ug (5.14)

So if we try to synthesise the circuit form of the above equrathen it can be shown to be
asin Fig. 5.8R, is the series anR; is the parallel virtual resistance and depends on gain
matrix parameterk, andks from equation (5.11). From circuit representation it isacle
that these two resistances are providing the damping to @ieresonance even though
these resistances do not exit physically. These occur psiuse of control action and
can be used to damp the resonance. These are treated akresisi@nces, [5]. It can be
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Figure 5.9: Comparison of different damping factors imaetiamping

seen from the following transfer functions

i1 _ 1+82L2C (5.15)

Uinv  sLiLoC(S2+ st +wP) -
and

[ 1

L2 (5.16)

Unv SL1L2C(SZ—|—S|_—kl +Ww?)

that the damping factor D fﬁ is proportional tk. Wherek = k; = —ko.

5.4.7 Active damping loop realization

Fig. 5.10 shows the general practical approach of activepétagrioop. It consists of
three feedbacks with two inductor currents and one capaettibage. It is shown that
there is no need of feeding backs the capacitor voltage fotrary pole placements in
the previous section.
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5.5 Control of the inverter in grid-interactive mode

For the control of the inverter in grid-interactive mode;laiged control strategy [1] is
adopted. The main difference between the control of LCLrfii@sed system with that
of an L filter is the addition of the active damping loop. Thenher of sensors are also
more in case of LCL filter. The control scheme consists of iragecurrent controllers,
dc voltage controller and the damping controller. The atdtete-space based damping

loop is in between the inner ac current controller and the Pivddiulator.
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5.5.1 Model for control design

For control design, the grid is modelled as an ideal sinwdaidee phase voltage source
without line impedances, although, in reality there are limpedances and distortions
like line harmonics and unbalances. The space notatiore. uBhree phase values are
transformed into the dg-reference frame that rotates sgnclusly with the line voltage
space vector. From control point of view it is advantageousointrol dc values since PI
controller can achieve reference tracking without stedaleerrors.

Modeling of the LCL filter in the dg-reference frame withotedquency dependence
of the inductances is performed here. The differential 8gna are written in space

Active
Rectifier

=1 ‘

Figure 5.13: Grid connection with LCL filter

vector domain:

|—1— :Vc—Uinv (5-17)

y
L7R2 — Uy -V (5.18)
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C% = i|_2 — i|_1 (5.19)
Here for simplicity of the analysis the parasitic resis&n€ the inductors is neglected
and at the same time ESR of the capacitance is also beingctegylfter transforming
to dg-domain we get the differential equations:

di .
1# = Veq — Uinvg — WlLalL1d (5.20)
LAy oy, Lyi 2
1? = Ved — Uinvd +WLi1lL1g (5.21)
29 _ Ve Wi 5.22
ZT— gq— Veq— WLl 2d (5.22)
di .
Lzﬁ2d = Ugd — Vg + WLl o4 (5.23)
d\ . .
C df[:q =IL2qg —IL1q (5.24)
dV; . .
C did =iL2d —iL1d (5.25)

If we include the dynamics of the DC-bus voltage of the povaenverter we get,

%:i —j :g’iquUQQ_i
dt dc load 2 Vdc load

(5.26)

The control will contain simple decoupling terms in orderdcouple the d and q axis
current dynamics. No perfect dynamic decoupling can beeaekli due to delays in the
loop and filter resonance.

5.5.2 Overview of control loop consisting of three states a&ystem

V. fgl N

_ — . : S I U.

—_F’_ I_i‘:_ L _|_ iy
i T |4 T 'I.E. i T

L2 c

Figure 5.14: Conventional three loop control strategy fGt Lfilter

A traditional approach to control design is to assign a «dlar for each state as
shown in Fig. 5.14. For this type of filter the capacitor vgéaan be indirectly controlled
and so there is no need of capacitor voltage controller fdc bl@er. Thei, —iL1 =i¢
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and thev; = %icdt, hence if we can contra] ;1 andi > separately then that itself controls
thei followed by theV;. The control loop may be reduced to following fashion as show
in Fig. 5.15. Here the output of the line side current coterdbecomes the reference of

I u "‘21 )
S O-Dh-T 0
S

Figure 5.15: Two loop control strategy for LCL filter

converter side current. The line side current and convertier current are almost equal
in magnitude and phase in fundamental, as capacitor sigsited in LCL filter because
of the low reactive power burden. Hence, further more sifiggliion is possible.

The converter side current controller can also be omittetlanly line side current
controller is fair enough to control the current. The outpiline side current controller
will become inverter input reference. Single grid currexdg controller is not sufficient

Figure 5.16: Single loop control strategy for LCL filter

for stability of the overall system. The resonance of theffitan make the system un-
stable as here we are only concentrating on the fundamentait where LCL filter has
significant amount of resonance frequency super imposedtbedundamental. So we
need to consider the resonance carefully. Higher-leveirobfi0] loops are required to
provide fast dynamic compensation for the system disturdsiand improve stability.

5.5.3 Current control strategy

Conventional PI controller [7] in the innermost loops is setected from point of view
of speed and complexity. In order to control the resonandledrilter inner most current
loop should be very fast, ideally instantaneous. For ttpe tyf filters inner most current
loopiL1 can be designed by a proportional controller. This corgradr this inner loop

makes the system dynamic response very good by limiting tleanted resonance in
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Figure 5.17: Modified two loop control strategy for LCL filter

the system or in other words it shifts the closed loop poldsH& of s-plane. The total
current control loop structure becomes as shown in Fig. WHede outer loop is line side
current and inner loop is the converter side current andexewvcurrent feedback is used
for stability [7] for damping oscillation.

Figure 5.18: Two-loop control strategy for LCL filter

We can see the transfer function of the closed loop curremiraler with the inner
loop, itis a 4" order system. In the outer loop PI-controller used as uswhpeoportional
controller is used in inner loop. The closed loop transfection is given below, is used
to analyse the stability.

ii_z . (KpKCKpWM)S-l- KpKCKpWM/TC

—= = 5.27
iz (L1LoC)s*+ (KcKpwmL2C)s® + (L1 + L2)s? 4 (KpKcKpwm + KeKpwim) s+ KpKeKpwiv/ Te (5-27)

5.5.4 Analysis of controller performance

A Analysis of the outer loop: The outer loop is a PI-contmglighere the value dfp
should be quite high value to track the reference but at thresaneK, should not
be as large as wish, which can be seen from the following aigal\As it grows
bigger, the poles will shift towards the right side of s-gan

B Analysis of the inner loop: The inner loop basically impeswthe stability of the
system and increases the robustness. In other words moretanprole of the
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Figure 5.20: Root locus q'ﬁ withKp =1

inner loop is to damp the resonance peak but at the same timpéingh of K. can
make system unstable also. So, the valu&gohas to be limited and we cannot

depend the value &€ to damp the oscillation.
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Figure 5.22: Bode-plot o:ﬁ with different values oK

5.5.5 Inclusion of innermost state-space based damping Ipo

As mentioned earlier that in the converter current loopsvidae ofK; is limited from
the point of view of stability. So, when high damped systerdasired this method of
damping described in the previous section is not preferable

The state-space based method offer more flexibility of cimgathe controller param-
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eter and at the same time robustness. The total currenbttoup with the damping loop
is shown in Fig. 5.23. Here the value of damping can be decdegiven by equation
(5.16)

|
Power | LCL filter |
I
|
|

Figure 5.23: Current control with State-space based dagripop

5.5.6 Control in grid-parallel mode with LCL filter

In grid connected mode, load is connected across the DC-bighvis to be supplied
from the grid with good power quality (FEC mode)[16]. So,uratly the load voltage
has to be maintaining constant. Here DC-link voltage cdietras must for this kind of
operation.

5.5.7 Sensorless operation

For the control of LCL filter based system several loops adesda Naturally while im-
plementation in practice, it needs quite a few sensors. éleessors, specially the LEM
current sensors are costly. So, in the LCL filter based systermizing the number of
sensors is desirable. The way out is to estimate the comesppquantities like voltages
or currents. There are two ways to eliminate sensors, oneisv@yrun a parallel pro-
cess in the controller and then calculate quantities andanszntrol, the second way to
design the reduced order observer to estimate the states.
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Figure 5.24: Vector control in grid parallel mode
5.6 Experimental set-up

Experimental setup consists of 10KVA power converter, LQleffiinterfaced with grid,
a diode-bridge rectifier, FPGA based controller and a PCraragning for FPGA. Fig.
5.25 shows the main components of the experimental setup.

1. Diode Bridge Rectifier
This is required for pre-charging the DC-bus of the powerveoer. This is fed
from a 3-phase auto-transformer connected to grid. Theramsformer ended by
a large capacitance at the output to make a pure DC. Autdtraner is adjusted
to change the DC-link voltage appropriately. In the gridgtiat mode of operation
this precharging circuit is automatically disconnectedvasboost up the DC-link
voltage above the pre-charging voltage by the DC-link \g@taontrol.

2. Pre-charging Auto-Transformer
An auto transformer is placed before the grid and it is usddeding the inverter
DC-link voltage. This facility is used to vary the grid vaj@also (we can operate
the system at any grid voltage). In a practical power corvappropriately sized
precharging resistor can be used.
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Figure 5.25: Complete Hardware Set-Up

3. IGBT based Inverter

The power devices are used in the inverter are IGBTs . Therd¢haee legs in
the inverter with two IGBTs (one module) in each leg. IGBTe arounted on
heat sink and are connected to the DC bus voltage via DC bud haradditional
components of the IGBT inverter are protection and delag,cgate drive card,
front panel annunciation card and voltage and current sgresirds.

FPGA Controller

The digital platform consists of FPGA device and other deviaterfaced to FPGA.
The devices interfaced include configuration device (EERIRGADC and DAC;
dedicated 1/O pins are also provided. The FPGA has logic ehsnarranged in
rows and columns. Each logic elements has certain hardesogirces, which will
be utilized to realize the user logic. The vertical and hmmtal interconnects of
varying speeds provide signal interconnects to implemeasicustom logic. The
choice of an FPGA device for a given application is based erstke required (no.
of logic elements), clock speed and number of I/O pins. ALRERP1CQ240C8 is
found to be suitable for the given platform. The resourceslable in this device
are listed in Table 5.1. The main components of the FPGA obetrboard is as
follows:
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e Configuration Device: The configuration device is an EEPRE&A{S41N)
which is used to a PC through a parallel port or USB using Bidstbr Il or
USB blaster cable. The digital design for the implementatibthe proposed
scheme is done using Quartus-Il tool (Alteras design tooFfRGA) and the
output file after compilation is downloaded to EEPROM throlyte blaster
[l or USB blaster cable.

¢ ALTERA FPGA device data

FG Wil Quanius
tooks

/\\
Digital 1O
\/ ™.
Configuration -

~:|=E-re CYCLONE FPGA —| 1zopac
EEPROM deyi TB25 Dipokar
e EP1C2Q240C8 7]

Analog oulput

r from DAC
5'&‘3‘ 12-hit ADC TB54 Serssd anakcg Inpul
T Eipolar type N though ADC

Figure 5.26: Block diagram of the FPGA Board

¢ Analog to Digital converter (ADC): ADC on the board, AD7868Al of ana-
log devices, is used to convert the analog input signals fileensystem to
digital signals which are used for further processing. TWBFP packaged,
12 bit, 44-pins simultaneous ADC has 4 channels with a canertime of
1.6 us per channel. There are four such ADCs on the board and hance ¢
take up to 16-analog input.

¢ Digital to Analog converter (DAC): DAC on the board, DAC-A2, is used
to output the digital variables in the controller in analegni. The DAC is
TTL devices working with +5V and -5V power supply. This is alig, 28
pins DAC of TEXAS has 4 channels with conversion time ofui)
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Part Number EP1C12Q240C8
Manufacturer Altera

Number of pins 240

Number of I/O pins 173

Total internal memory bits 2,39,616
Package PQFP

Number of logic elements 12,000

Number of PLLs 2

Maximum clock frequency using PLL 275MHz

Table 5.1: ALTERA FPGA device data

¢ Digital I/0Os: Dedicated digital I/Os are necessary to ifaee to ADC, DAC
etc which are present on the board. Apart from that 56 1/0 aresprovided
for the user to interface application specific hardware.

5.7 Experimental results

5.7.1 Implementation stages

The implementation can be done divided into two stages

(a) The first stage involved estimation and calculation G&dent quantities such as sine,
cosine tables, PWM switching patterns, etc.

(b) The second stage involved controller design and rdaizaf the overall system in
the FPGA controller.

The experiments carried out focussed on the active damgrfigqmance of the in-
verter with LCL filter. The ac voltage was limited to less tH200V due to limitations of
the voltage sensor card. The results of the experimentsaae o Figs 5.27 - 5.36.

The controller was tested to check the ability of the systefariction as a PWM rectifier.
Figs. 5.27 and 5.28 show the transient ability of the gridnamted inverter to regulate
DC bus voltage in response to a change in reference commagd.5R29 shown that
there can be a significant current at the filter resonant &equ without any damping.
The level of damping can be improved based on the state fekdjzans. Appropriate
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gains can be set based on the desired level of damping as shdwgs. 5.30 and 5.31.
The transient response of the power converter ac currenineord shows that resonate
oscillations are suppressed even under transient as shofig.i 5.32. It can also be
seen that the active damping acts rapidly in a couple ofseitlonds after enabling of the
damping controller in Fig. 5.34. The rapid response of thev@adamping loop indicates
that it can be designed such that it does not interfere welcthrent control and voltage
control loop that are used in active front end converters.

5.7.2 Summary

Its is seen that damping is an important consideration ihdrigrder filter design. A
simple state feedback gain based damping controller hasavedysed. The performance
of such a controller is seen to adequate for a wide range shtpg conditions.

RIGOL STOP N P e TN 1 F B 4.40V0 |
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Dynamics when G
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A Ve e D
-, "Mv-‘\.l'\-fm.-v-'
13
voltage sensor gain 0.01056.
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EFER 2 .00U Time 208.8ms 500 .0ms

Figure 5.27: DC-Bus control test (voltage rise)



130

Grid Interactive Operation and Active Damping

RIGOL STOP @R o~ amis~mmrnnnd | £ @ 3.120
v
atrileprpdnpheminy
W'WMWWM

Vidc goes down from 600V to 400V
Umaxi(l)= &.281

EEIFES 2 .50l Time 200.8ms @2 .432s
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Chapter 6

Experimental Results and Optimized
LCL Filter Design

6.1 Introduction

This chapter discusses some of the experimental resulshwiere used to verify the
filter design model derived in the previous chapters. Allezs$p of the design process
were tested and verified by actual experiments to confirm #sggd assumptions. The
frequency response characteristics of the LCL filter coméigon is obtained from a net-
work analyzer. Harmonics are sampled to ensure the outprgrdiconforms to the rec-
ommended IEEE current harmonic limits. Special attentsogiven to verify the power
loss and thermal models. Based on the percent of match betwe@assumed model and
actual experimental data, new predictions are made to fiadnibst efficient LCL filter
combination which still gives the required harmonic filbeyi

6.2 LCL filter parameter ratings

R Y B
L1 (mH) 3.385  3.374  3.349
L, (mH) 3.439  3.407  3.369

Damping branch C;=8uF Cy4=8uF Ry=25Q

Table 6.1: LCL filter values for Ferrite core inductors

137
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R Y B
L1 (mH) 5434 5292  5.374
L, (mH) 5323 5266 5323

Damping branch C;=6uF Cy=6uF R4=25Q

Table 6.2: LCL filter values for Amorphous core inductors

R Y B
L1 (mH) 1.737 1.784 1.737
L, (mH) 1.772 1.772 1.757

Damping branch C;=10uF Cyg=10uF Ry=10Q

Table 6.3: LCL filter values for Powder core inductors
6.3 Frequency response

The impedence frequency response of the individual L andrpoments was measured
to evaluate the differential mode parasitic impedancesachdilter component. The
differential mode impedence model of all inductors was fbtmbe

1
Z, (s) = (sL+R)||— A
L(8) = (SL+R)lI = (6.2)
and the differential mode impedence model of the AC capeci@s

Zc(s) = é+ R+sL (6.2)

It was observed that parasitics of the individual L and C wasggnificant at the fre-
guency range of operation of the LCL filter. All the filter coom@nts showed reasonable
expected operation in the frequency range of operatioru(egy6.1-6.5).

The frequency response of the LCL filter was measured usiragnalog network an-
alyzer manufactured by AP Instruments. The network analjas a frequency range
from 0.01 Hz to 15 MHz, with a maximum output of 1.77V. Curremasurements were
made with Textronix TCP300 AC/DC current probe and amplifieich has a bandwidth
of 120 MHz. All the transfer functions of the LCL filter as di¢a in chapter 1 were
measured for different combination of L and C with each measent in the frequency
range of 10 Hz to 1 MHz with atleast 1000 data points, eachtmyaraged 40 times.
Figures 6.6-6.11 show thactual output of the network analyzer for the transfer func-
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tions of ig/Vvi(vg=0) andvg/Vi(ig=0) compared with thsimulated frequency response.
The figures show the effect of damping with the Q-factor réayiconsiderably at the
resonant frequency. Significant deviations in magnitude@rase can be observed in the
frequency response characteristics from the expectetlgtlagacteristics at frequencies
beyond 100kHz. These deviations are caused by the parastedances of the individ-
ual filter components which are dominant at such high freqgiesn
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Figure 6.11: LCL filter responsg/v; (ig=0); Powder
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6.4 Harmonic analysis

IEEE 519-1992 ‘Recommended Practices and Requirementddononic Control in
Electrical Power Systems’ defines distortion limits fortbotirrent and voltage in order
to minimize interference between electrical equipmenbld&.5). It is a system standard
applied at the point of common coupling of all linear and moedr loads, and assumes
steady state operation. Most utilities insist that curteatmonic limits should be met
at the output terminals of the nonlinear equipment. Henaaeasure the effectiveness
of the LCL filter, it is important to measure the output cutrearmonics at inductal,
which is connected to the point of common coupling to grid.

Open loop tests were conducted with the 3 phase inverteclswg at 10 kHz with
the modulation index adjusted to get full rated current hiditibus voltage of 600V. This
test enabled us to test the ability of the filter to attenuagehigh frequency current ripple
under the worst possible ripple conditions of low modulatiedex and open loop sine
triangle modulation.

The equation for calculating current Total Harmonic Distor THD is

\/|22+|§+|§+...
|THD = |1 x 100% (6.3)

The equation for calculating current Total Demand DistorfTDD is

\/|22+|§+|§+...
ITDD: ||_ x 100% (64)

Filter type  Modulation Index Inverter side Grid side
|nom (A) ISW (A) |n0m (A) ISW (A)
Ferrite 0.165 14.58 1.39 13.71 0.01
Amorphous 0.294 14.34 0.91 14.73 0.02
Powder 0.135 13.72 2.64 14.39 0.05

Table 6.4: Inverter settings for harmonic measuremént=600V, fs,=10 kHz
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Maximum Harmonic Current Distortion in Percentlpf

Individual Harmonic Order (Odd Harmonics)
Isc/lL. <11 11h<17 1Kh<23 2Xh<35 35%h TDD
<20 4.0 2.0 15 0.6 0.3 5.0

Table 6.5: Current distortion limits for general distrilaut systems IEEE 519-1992

Li=Lo C1=Cq R4 fres Inom I max |sw/|max TDD
mH uF Q kHz A A % %
3.4 8 25 1 13.71 1458 0.08 7.7

5.4 6 25 1 15.01 1545 0.09 1.5
1.7 10 10 1.18 13.97 15.45 0.32 10

Table 6.6: Measured output current harmonics and TDD

Current waveform Inverter side Current Harmonics Inverter side
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Figure 6.12: Current waveform and harmonic spectrum; teecore inductor
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Current waveform Inverter side Current Harmonics Inverter side
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Figure 6.13: Current waveform and harmonic spectrum; Amouas core inductor
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Current waveform Inverter side Current Harmonics Inverter side
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Figure 6.14: Current waveform and harmonic spectrum; Powole inductor
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6.5 Power loss

The efficiency of the LCL filter was tested under short circainditions (Fig. 6.15). The
modulation method used was sine triangle modulation ungen ¢oop conditions. Ad-
ditionally the dc bus mid-point was connected to the thressptcapacitor star point. The
combination of the low modulation index (to get rated cutyamd high dc bus voltage
gave the worst case current ripple. Hence the losses ingbt®a represent the highest
possible losses for the LCL filter.

Tables 6.7-6.10 show the comparison between measured kudiaged power loss.
The “Designed” column shows the predicted current harnsoaitd power loss for the
dominant harmonics of fundamental and switching frequembg expected core loss for
both fundamental and switching harmonic current is alsevshas a single number. The
“Actual” column shows the actual measured current harnsoanc measured power loss.
Harmonics were calculated from the current waveform sadipyea digital oscilloscope.
Power measurements were made using a three phase six chakogawa WT1600
digital power analyser. The “Expected” column shows theeexgd power loss -both
copper and core, for thactual current harmonics, which were calculated by using the
measured current harmonics in the power loss equationg{€@ha). The last row shows
the percent error between the measured (or actual) poweatasexpected power loss.

3 phase 10 kVA inverter

Switchgear Switchgear

Figure 6.15: Power loss test setup
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Designed Actual Expected
A W A A w
DC 0 0 5445 5445 2.938

Copperloss ¢ 1458 1753 13.886 13.886 19.09

SW 1.138 4336 1.155 1.155 5.363

Core Loss (W) * 0.052 * * *
Total Loss (W) * 21.925 38.6 * 27.391
Error (%) * * * * -29

Table 6.7: Comparison between designed efficiency and lachemsured power
loss;Ferrite core inductor-round wire winding

Designed Actual Expected
A wW A A wW

DC 0 0 0264 0264 *
CopperLoss ¢ 1545 1280 1373 13.73 12.32
SW 0.683 0.097 0.865 0.865 0.191

Core Loss (W) * 3.857 * * 6.379
Total Loss (W) * 16.75 24 * 18.89
Error (%) * * * * -21.3

Table 6.8: Comparison between designed efficiency and lacteasured power loss;
Amorphous core inductor-foil winding

Designed Actual Expected
A w A A wW
DC 0 0 * * *

Copperloss ¢ 1545 1218 1429 1429 12.71
SW 2.115 0494 2.741 2741 1.012

Core Loss (W) * 7.645 * * 12.924
Total Loss (W) * 20.31 35.7 * 26.64
Error (%) * * * * -25.3

Table 6.9: Comparison between designed efficiency and lasteasured power loss;
Powder core inductor-foil winding
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Designed Actual Expected
A w A A wW
DC 0 0 * * *

Copperloss ¢ 1545 24.03 14.149 14.149 22.95
SW 2.115 8.19 2517 2517 1321

Core Loss (W) * 4.766 * * 12.924
Total Loss (W) * 36.98 353 * 47.04
Error (%) * * * * 33.25

Table 6.10: Comparison between designed efficiency andlactaasured power loss;
Powder core inductor-round wire winding

6.6 Temperature rise

The thermal model from Chapter 2 was verified through DC teatpee tests. All the
inductors were connected in series with a adjustable DGntisource. Initially current
was set at the rated current of the inductor. The temperafuralividual inductors was
measured using K-type thermocouples embedded inside tiairngi of the inductor. In
most cases, two thermocouples were used per inductor, obedelad close to the first
turn (“inner”) and the second at the last turn (“outer”). Comrently, the electrical power
loss in each inductor was accurately measured. When thetodeeached thermal sta-
bility the current setting was reduced to a new lower valugaiA the temperature was
tracked till it became constant. This ensured that predessdy state temperature read-
ing was available for different power levels. The experiigas repeated for decreasing
current levels =14 A, 10 A, 7.5 A, 5Aand 2.5 A.
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Measured Expected

Inductor type Power loss Ambient Inductor Ambient Inductor

w °C °C °C °C
Ferrite 38.8 30 88 25 91
Amorphous AMCC 367S 13.52 30 57 25 67
Amorphous AMCC 630 9.01 30 50 25 59
Powder foil winding 13.13 29 70 25 69
Powder round wire winding 13.32 29 70 25 72

Table 6.11: Theoretical temperature prediction and acigealdy state temperature read-
ings

DC Temperature test
90 T T 1 T x x T x
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8ol B ; 5 \ 5 : Outer
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30 FRRL S e td LT L Lt B ¢ < g et S e e o T R ]
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Figure 6.16: DC temperature test; Ferrite core inducton wotind wire winding
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DC Temperature test
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Figure 6.17: DC temperature test; Amorphous core AMCC3@d8ator with foil wind-
ing
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Figure 6.18: DC temperature test; Amorphous core AMCC680Qator with foil winding
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DC Temperature test
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Figure 6.19: DC temperature test; Powder core inductor fwittwinding
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Figure 6.20: DC temperature test; Powder core inductor vatind wire winding, two
bobbin design
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6.7 Minimum power loss design

As discussed earlier, losses in the inductor are quite feggnt and any efficiency and
thermal optimization of the LCL filter will have to focus onethnductorsL; andL>

to make a noticeable difference in the efficiency of the diéditeer. The cost of the
passive filter components is another area where signifi@ns gan be made by reducing
the size and weight of the individual filter components. A¢ ame time, the IEEE
recommended limits for high frequency current ripple musb de met if the filter is to
be used for a grid connected power converter. For a 10kVAesaystith a base voltage
of Vhase=239.6V operating at a switching frequency of 10kHz with dleebus voltage at
861V, the minimunlpy = Ly(py) + La(py is given by Eqg. (1.70) (Chapter 1).

Lpu= 1i ojz (6.5)
g(pu) sw(pu)
1—>2%
Waw(pu) Vi(pu wrzes(pu)
1 1
Lpu_zoo 5,003 ) 03 —0.015 (6.6)
0.898/) |- 202

The resonant frequency is set at 1kHz and voltage harmorswiathing frequency is
assumed to be one-fourth of dc bus voltage.

Hence a minimunip, of 0.015pu is sufficient to meet IEEE recommendations for
harmonics35. The next step is to test if this is also the meffitientrating. The power
loss in each individual component of the LCL filter should xarained to derive the
most efficient filter configuration. The inverter-side inthrd_; is subjected to both the
fundamental load current and the switching frequency empirrent. The switching fre-
quency ripple is attenuated sufficiently at the output offther, so that the power loss
in the grid-side inductor will be almost exclusively becawud the fundamental current.
The power loss in the damping branch depends not only on tieniental and switching
frequency voltage ripple, but also the damping resiBtpand the ratio 0Cq/C;.

The losses in an inductor depend on the type of core materthbype of winding
but there are certain trends that are common for all typesscfdtors. The copper losses
at fundamental frequency directly depend on the numberroitof copper, so it will
increase with highet,. The copper losses at switching frequency is more sensitive
to skin effect and proximity effect and will not change lingawith L. In particular,
losses in round wire windings are affected by the number yéria of winding. The
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core loss at fundamental frequency for the magnetic médeused in high frequency
operation is insignificant and can be usually ignored. But éoss at switching frequency
is dependent on the flux density due to switching frequenoeatiripple and can be quite
prominent in certain materials. High current ripple beeaatlow L, will translate to
higher core loss at switching frequency. Additionally, th&al Cp, has to be increased
to maintain the same resonant frequency while decredsing The power loss in the
damping circuit will increase linearly witGp,,.

The essence of the previous discussion is that akhes varied (with the minimum
at 0.015 pu), the total power loss of the LCL filter will follcam approximate inverted bell
shaped curve with high loss at Idvwy, because of the higher current ripple and high loss
again at high_p, because of fundamental current. But there is an minimumt poifis
curve which will give the highest efficiency and the lowegatdoss. At the same time,
as thisL p, is greater than the minimum required, it will satisfy the EEEequirements for
filtering. Thel py at which this minimum loss occurs will not be affected by theskes in
the damping circuit, since this loss varies linearly. Thiessquent figures investigate this
optimumLp, for inductors designed with different core materials arftedent windings.
All the data points are viable designs with the least possibmber of turns for each value
of inductance and all designs ensure that flux density in ¢ine is within the saturation
limits. The total capacitanc8py is adjusted to keep the resonant frequency at 1kHz in
every case.

The minimum loss designs in Figures 6.21-6.42 are optimipegidering only the
LCL filter efficiency. But if we consider the entire power cemter, the LCL filter is
only one part of the entire converter hardware, and choiceadt efficient_p, can have
implications for the overall efficiency of the power conegrtThe LCL filter is designed
for high power voltage source converters switching at a mium of 10kHz. IGBTSs are
the most suitable switching devices for such applicatidie switching loss in IGBTs is
approximately unaffected by the high frequency curremila@ssuming same turn on and
turn off loss. The conduction loss depends on the on-statstamceRps which actually
varies with the current, which means it will be affected by turrent ripple. But since
Rps of most common IGBT devices is less the dc resistance of thkitmluctance of the
LCL filter, the minimum loss design is not expected to sigatfity increase the losses in
the IGBT devices.
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6.8 Loss profile for ferrite core inductors

Figures 6.21—-6.28 show the power loss and temperatureriief various components of
the LCL filter for increasind.py. The inductors used are Ferrite core inductors with round
wire winding. Figures 6.21—-6.24 detail the various losses @stimated temperature of
the inverter-side inductdr;. From Fig. 6.21, we can observe the effect of proximity
effect on the copper loss at switching frequency.Lfs changes from 0.04pu to 0.05pu,
the number of layers is incremented by one, hence there is@able rise in the copper
loss. Subsequently, as the current ripple decreases @eeohigher ) the switching
frequency copper loss reduces till the number of layersasnaigcreased at 0.11pu. But
the fundamental copper loss is independent of decreasernentuipple. Core losses do
not affect the total loss after inductance is increased heyo04pu. Fig. 6.23 shows the
total loss and the minimum loss point occurring at 0.04pg. Bi24 shows the operating
temperature which mirrors the total loss in shape. It careba that upto a T reduction

in temperature is possible at the optimum design pointespanding to an approximate
increase in component life by a factor of two.

Figures 6.25—-6.26 show the losses in grid-side inducipwhere the switching cur-
rent ripple is sufficiently attenuated and therefore doésantribute to power loss. The
loss in the damping brandd;-Cy-Ry is shown in Fig 6.27. The resonant frequency is
kept constant, and hence lag, is increasedCp, is simultaneously reduced, which also
reduces the damping losses. The total LCL filter losses aersim Fig 6.28. We can
observe that the minimum power loss pointlgrand the entire LCL filter are essentially
same.
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Copper loss at 50Hz and switching frequency in L1
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Figure 6.21: Estimated copper losslin for different pu ratings of.;+Lo; Ferrite core
inductor with round wire winding
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Figure 6.22: Estimated core loss i for different pu ratings olL1+L,; Ferrite core
inductor with round wire winding
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Power loss in L1
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Figure 6.23: Estimated total power losslin for different pu ratings otf.;+Lo; Ferrite
core inductor with round wire winding
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Figure 6.24: Estimated operating temperature_pfor different pu ratings oL ;+Ly;
Ferrite core inductor with round wire winding



160 Experimental Results and Optimized LCL Filter Design

Copper loss at 50Hz in L2
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Figure 6.25: Estimated copper losslip for different pu ratings of.;+Lo; Ferrite core
inductor with round wire winding
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Figure 6.26: Estimated core loss i for different pu ratings olL1+L,; Ferrite core
inductor with round wire winding
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Figure 6.27: Estimated damping circuit loss for differentratings ofC; + Cy; Ferrite
core inductor with round wire winding
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Figure 6.28: Estimated total power loss in LCL filter for difént pu ratings of1+Lp;
Ferrite core inductor with round wire winding
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6.9 Loss profile for amorphous core inductors

Figures 6.29-6.35 show the power loss and temperatureoris@ifyingL p, for the LCL
filter made of Amorphous core inductors with foil winding glires 6.29—-6.32 detail the
power loss and temperature of inverter-side induttor Fig 6.29 indicates that copper
loss at switching frequency decreases consistently igiiwith no upward bumps in the
curve. Amorphous core materials have higher core lossepad to Ferrite materials
and it can be observed from Fig. 6.30 that at loyy, the switching frequency core loss is
the dominant loss. The total power loss curve is constant id@4pu to 0.1pu since any
decrease in switching frequency core loss is offset by agzen fundamental frequency

copper loss.

The power loss in the damping circuit is not shown since itase as Fig 6.27.
The loss in the damping circuit depends on the switchinguieegy and base voltage
rating, and is unaffected by choice of inductors. As in thgecaf the ferrite inductors,
the minimum power loss point depends strongly on the lossecaf the inverter-side

inductorL.
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Figure 6.29: Estimated copper losslip for different pu ratings of.;+L>; Amorphous
core inductor with foil winding
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Core Loss at 50Hz and switching frequency
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Figure 6.30: Estimated core losslip for different pu ratings of1+L,; Amorphous core
inductor with foil winding
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Figure 6.31: Estimated total power losslin for different pu ratings of.1+L,; Amor-
phous core inductor with foil winding
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Operating temperature of L1
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Figure 6.33: Estimated copper losslip for different pu ratings of_1+L2; Amorphous
core inductor with foil winding
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6.10 Loss profile for powder core inductors

Figures 6.36—-6.42 show the power loss and temperatureoris@ifyingL p, for the LCL
filter made of Powder core inductors with round wire windifiggures 6.36—6.39 show
the power loss and operating temperaturd_of The switching frequency copper loss
curve in Fig. 6.36 is similar to Fig. 6.21, since the same pnity effect is dominant

in this case. Powder core materials are temperature sanaitid maximum operating
temperature is around 200, hence thé p, designs below 0.04pu are not feasible. The
minimum L, for powder core inductors is around 0.06pu which does nohgbaven
with the addition of losses in damping branch and grid-sndieictorL ;.

Copper loss at 50Hz and switching frequency
35 W ‘ T 50Hz Loss
A 3 3 3 SW Freq Loss = - K
30 e TS S R

25

20

Power Loss [W]

15

10
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Figure 6.36: Estimated copper losslip for different pu ratings of.;+L,; Powder core
inductor with round wire, two bobbin design
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Figure 6.37: Estimated core losslin for different pu ratings ot,+L,; Powder core
inductor with round wire, two bobbin design
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Figure 6.38: Estimated total power losslip for different pu ratings of.1+Lp; Powder
core inductor with round wire, two bobbin design
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Figure 6.39: Estimated operating temperature_pfor different pu ratings ot +Lo;
Powder core inductor with round wire, two bobbin design
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Figure 6.40: Estimated copper losslip for different pu ratings of.;+L,; Powder core
inductor with round wire, two bobbin design
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Figure 6.41: Estimated core losslia for different pu ratings ot,+L,; Powder core
inductor with round wire, two bobbin design
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6.11 Summary

Experimental results of filtering characteristics show adymatch with analysis in the
frequency range of interconnected inverter applicatiolse high frequency harmonic
spectrum of the output current was well within the IEEE speaiions for the rating of
the power converter. The analytical equations predictiegiower loss in inductors were
verified through short circuit tests using @ 30kVA power converter. The steady state
temperature rise in individual inductors was measured antpared with the expected
temperature rise. Loss curves for core loss and copper dostifferent per unit rating
of total inductance were fomulated. Simultaneously, thaltcapacitance per unit was
adjusted to maintain the same resonant frequency. Powemdlse damping circuit was
calculated for different per unit ratings. The total LCLdilloss per phase was plotted.
These loss curves were used to find the most efficient LCL fikksign for three different
core material -ferrite, amorphous, powder and two differeimding types -round and
foil.

A traditional rule of thumb approach to LCL filter design wduwisel; andL; in the
range of 10%. Such a filter is a feasible design but would hayleeh losses than the
proposed optimized design. It has been shown that it is pless select lower values of
L1, Lo andC that can lead to cost effective designs of smaller size, hatwould have
lower overall filter power loss.



Chapter 7
Conclusions

The present research work originated from a project to iiyate the optimal size and
rating of low pass filters for grid connected power convertés part of this project, an
extensive literature survey was conducted to ascertaioutrent state of art in the area of
filter design for grid connected power converters. Theresveeveral deficiencies in the
present approach that were identified -some issues inckelefltarbitrary “thumb-rules”
for design, design procedures that resulted in over-ragstyds and design assumption
which would result in bulky and as well as lossy designs.

The approach followed in this report tries to overcome somih® deficiencies of
the previous approaches. The third order LCL filter was fotmndffer a good balance
between harmonic filtering as well as additional complemtgontrol. A system level
approach is used to obtain the most relevant transfer fumetor design. The IEEE stan-
dard recommendations for high frequency current rippleavused as a major constraint
early in the design to ensure all subsequent optimizatiagre wtill compliant with the
IEEE limits.

The inductors of the LCL filter were identified as the compdneith the most po-
tential for improvement. Attention was given to the powesdan an inductor, and all the
major sources of loss -copper loss, core loss were thorgugéestigated and analytical
equations derived. Thermal analysis of inductors ensuratihe steady state operating
conditions of the entire filter was within normal bounds.

The current methods for inductor construction were testetl deficiencies in the
present methods were identified. New methods to easily andaely design inductors
for three different core materials -Amorphous, Powder agditeé were formulated. The
effectiveness of foil winding versus round wire winding waso investigated by incor-
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porating both the winding types in the design.

All the design assumptions were thoroughly tested by aactaastruction and test-
ing. Frequency response was measured using a network anaktarmonic spectrum
of output was sampled and verified to be within IEEE norms. €&dass in individual
inductors was measured by short circuit testing in commnawith a 3 phase 10kVA
power converter. The steady state temperature rise inichdivinductors was measured
and compared favourably with the expected temperature tilseng these results, the
most efficient LCL filter design with least temperature risg Which still meets IEEE
harmonic standards was found for ferrite, amorphous analpoaore materials.

Future research possibilities

The system level transfer function analysis currently da#snclude several grid depen-
dent parameters like low voltage ride-through requiresiegMI filtering, and dynamic
response requirements. These additional constraintseamcluded to generate guide-
lines for the filter packaging and design process.

Presently the analytical equations used for power lossastin have a limited range
of accuracy. Similarly, thermal analysis can be enhancethdyding fluid modelling
methods for natural convection to accurately estimate gezaiing temperature of the
inductors and can be extended to forced cooled designs.

The power loss of individual components in this report isgdsn stand-alone con-
verter mode under short circuit conditions. These conaitigive the worst case current
ripple conditions because of the low modulation index of plogver converter. The ef-
ficiency of the filter can be tested in actual grid connectedeno test the variation in
the losses. This test will result in lower losses and impdaveermal characteristics of
the filter. Additionally, advanced PWM methods with non-eentional sequences can be
implemented to further reduce the high frequency ripplesntriosses.

The minimum losd.p, designs have other implications on grid connected power con
verter which can be investigate to further optimize the LQtefiand the power converter
including the IGBTs and the DC bus components.
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Transfer Function Tests

System used for Frequency Response Analysis:
AP Instruments Inc., Frequency Response Analyzer - Model 230 ISA

Frequency Response Analyzer settings (basic) under eeslitons:
Sweep Frequency Range : 10Hz - 100kHz

Averaging : 100

Points : 1000

V Level: 1.77V

DC Source : 0.0V

Bandwidth : 10Hz

A.1 Ferrite core inductor results
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Frequency response of LCL filter vg/ii R-phase vg:O
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Frequency response of LCL filter v/i, R-phase ig:O
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A.2 Amorphous core inductor results
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Figure A.11: LCL filter responsig/ii (v4g=0); amorphous core inductor, no damping

Magnitude [dB]

-60

-80

-100 1 N 1 N 1 il i PR |
1 2 3 4 5

10 10 10

Frequency [rad/s]

200 ————rrrrry ——r—rrrry

100~

Phase [deg]
o
T

-100 -

-200 —— “H“uz H “H“ug - -
10 10 10

Frequency [rad/s]

Figure A.12: LCL filter responsg/ij (vg=0); amorphous core inductdf;=Cy4=6uF,
Ry=25Q



Appendix A

183

Magnitude [dB]

Phase [deg]

Frequency response of LCL filter vg/ii R-phase ig:o

80

a0t

—90

i
©
ol

T

-100-

-105

il L Lol L P L P

-110
10

! 10° 10° 10* 10° 10°

Frequency [rad/s]

Figure A.13: LCL filter responsey/ij (ig=0); amorphous core inductor, no damping

Magnitude [dB]

Phase [deg]

Figure A.14:
Ry=25Q

Frequency response of LCL filter vglii R-phase ig:O

80

60~

40

20

il L Lol L P L P

-20
10

N
)

10° 10° 10*

Frequency [rad/s]

-70

-80

i
©
o

T

-100 -

il L Lol L P L P

-110

10

LCL filter responsgy/i (ig=0); amorphous

3 4

10 10

Frequency [rad/s]

core inductoy=Cy=6uF,



184 Appendix A

Frequency response of LCL filter vg/vi R-phase ig:O
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Figure A.15: LCL filter response,/v; (ig=0); amorphous core inductor, no damping
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Frequency response of LCL filter vilii R-phase vg:O
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A.3 Powder iron core inductor results
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Frequency response of LCL filter vg/vi R-phase ig:O
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Figure A.25: LCL filter response,/v; (ig=0); powder core inductor, no damping
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Figure A.26: LCL filter responsey/v; (ig=0); powder core inductorC;=Cy4=10uF,
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Figure A.27: LCL filter response /i; (vg=0); powder core inductor, no damping
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Figure A.29: LCL filter responsa /i; (ig=0); powder core inductor, no damping
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Temperature Rise Tests

Systems used for Temperature rise tests:

DC Power Supply: Agilent Technologies - Model No.: N5768A
Specifications: 80V/19A, 1520W

Thermal Imager: Fluke Corporation - Model: Fluke-T120 IRT/
Specifications:

Temperature Range—10°C to +127°C

Display Range —15°C to +360°C

RTC Range —50°C to +460°C

Detector Columns : 128

Detector Rows : 96

Data Logger: Yokogawa - Model No.: MX100

Specifications:

Logging Type : Mainly PC Measurement

Total max. no. of connect-able channels : 1200 (20 units*@ules)
Display Monitor System : through MX100 Software or API
Operating Temp. Range %0 to +50°C

Power Supply Frequency : 50Hz

Standard Interface : Ethernet

Measurement Interval : 10ms to 60s

Application Software : Windows 2000/XP/Vista
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Thermocouple Type : K-type (Chromel-Alumel)
Specifications:

Temperature Range—200°C to +135FC
Sensitivity : approximately 41V/°C

B.1 Ferrite core inductor results

DC Temperature test

100.0 Chart Arﬂ

—— A1
—m— A7
B
C1

—— 2

—— Ambient

Temperature [deg C]

] 1 2 3 4 5 5 7 3 9 10
Time [hr]

Figure B.1: DC temperature test; ferrite core inductor withnd wire winding; all three
phases
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r 863 °C
FT17°C
F571°C
426 °C
- 250 °C
-15.0 3600
250 G6.3

Figure B.2: DC temperature test; thermal image of ferriteegnductor - A1 with round
wire winding
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r 5808 °C
FB¥.8°C
F S48 °C
418 °C
- 288 °C
-150 360.0
288 a0.a

Figure B.3: DC temperature test; thermal image of ferritee¢oductor - B1 with round
wire winding
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T e
F 65.0°C
F530°C
F41.0°C
—288°C
-15.0 3600
2849 77

Figure B.4: DC temperature test; thermal image of ferritee¢oductor - C1 with round
wire winding
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— - &20°C
F BEE°C
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F418°C
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283 g20

Figure B.5: DC temperature test; thermal image of ferrite @oductor - A1, B1, C1 with
round wire winding
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B.2 Amorphous core inductor results

DC Temperature test
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Figure B.6: DC temperature test; amorphous core AMCC36d5AnCC630 inductor
with foil winding; all three phases

B.3 Powder iron core inductor results
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DC Temperature test
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Figure B.7: DC temperature test; powder core inductor wathvfinding and round wire
winding - two bobbin design; all three phases
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Test Set-up

C.1 Schematic and filter layout

The configuration of the test bed set-up is common for allghr€L filter types. The
common platform facilitates appropriate physical placetwod the individual filter com-
ponents simultaneously satisfying the performance caimg (enables easy and imme-
diate swapping of LCL filters connected between the Inventer Grid for damping case
and no damping case).

Key elements of the Test set-up schematic:

Variac/Auto transformer can be adjusted ranging from 0V30\2
Rectifier is a 3-phase diode bridge rectifier ranging upti\é60

Load is a 3-phase star connected resistive load rated foebAlpase
Switches: S1, S2 and S3 are circuit breakers rated for 25A

Switch-S1 Switch-S2 Switch-S3 Mode

Closed Short Open Standalone inverter
Closed Open Open Standalone inverter
Closed Load Open Standalone inverter
Closed Grid Open Not connected
Open Grid Closed Grid parallel

Table C.1: Test set-up schematic operating configurations
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Test Set-Up Schematic
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Figure C.2: Top View of Filter-Connection Layout - with damg
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Figure C.3: Top View of Filter-Connection Layout - withowdmping



Appendix C 205

C.2 Pictures of filter components and test set-up

Figure C.5: Side View of the Ferrite core Inductor
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Figure C.6: Front View of the Amorphous core Inductor - AM@ZS

Figure C.7: Side View of the Amorphous core Inductor - AMCO063
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Figure C.8: Front View of the Powder core Inductor - two bobiesign

Figure C.9: Side View of the Powder core Inductor - two boldesign
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Figure C.10: Front View of the Powder core Inductor

Figure C.11: Side View of the Powder core Inductor
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Figure C.12: Front View of the Inverter
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Figure C.13: Side View of the Inverter
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Figure C.14: Top View of the Ferrite Filter Set-Up
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Figure C.15: Complete Physical Test Set-Up; for LCL Fer@tee Inductor
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Simulation of Inductors Using MagNet

D.1 Ferrite core inductor

This section contains the results of simulations of therfikductor using the FEA tool
called MagNet. The inductor models and plots of fluxlines 8ud density are given
along with the inductance values.

18 56
— < > Adrgap=11
48 |
-

37
/ 10
186

"l 'Y

Figure D.1: Dimensions of ferrite core(in mm)
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Figure D.2: Inductor model with single layer winding

Figure D.3: Inductor model with double layer winding

Inductor model Mesh size(mm) Inductance (mH)
Single current sheet 1 1.911
Two layer winding 3 1.91

Four layer winding 3 1.914
Individual Conductors 0.5 1.9

Table D.1: Inductance values from simulation of Ferriteuictdr (at 14.58A)
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Figure D.4: Inductor model with four layer winding

Figure D.5: Inductor model with individual conductors
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Figure D.6: 3D Inductor model

Shaded Plot
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Figure D.7: Plot of Fluxdensity in the ferrite inductor wikeel support
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Shaded Plot Field Line Graph
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Figure D.8: Plot of flux density along the airgap of ferritdurctor with steel strap around
the core
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D.2 Amorphous core inductors

Figure D.9: Amorphous core inductor model(Core type: AMGQp6

Figure D.10: Flux Plot for Amorphous inductor with AMCC6306re

Inductor model Mesh size(mm) Inductance (mH)
Amorphous core (AMCC 630) 5 5.73
Amorphous core (AMCC 367S) 5 3.57

Table D.2: Inductance values from simulation of Amorphoaieanductor (at 14.58A)
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Figure D.11: Fluxdensity plot for Amorphous inductor withV£C630 core
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Figure D.12: Airgap flux density plot for Amorphous inducteith AMCCG630 core
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N B
-

Figure D.13: Amorphous core inductor model(Core type: ANBBTS)

-

Figure D.14: Flux Plot for Amorphous inductor with AMCC36¢6&re
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Figure D.15: Fluxdensity plot for Amorphous inductor withM£C367S core
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Figure D.16: Airgap flux density plot for Amorphous inductaith AMCC367S core
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D.3 Powdered core inductor

L.,

Figure D.17: Powder core inductor model

Inductor model Mesh size(mm) Inductance (mH)
Powdered core (BK7320) 5 1.7

Table D.3: Inductance values from simulation of Powderee aaductor (at 14.58A)
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Figure D.18: Flux plot for powder core inductor
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Figure D.19: Fluxdensity plot for powder core inductor






Appendix E

Electromagnetic Equations

E.1 Introduction

This appendix gives the theoretical background for thetedatagnetic equations used
in chapter 4. The vector equations and other derivationsedeeenced from established
texts on electromagnetics [1]-[6].

E.2 Maxwell's Equations

The differential form of Maxwell’s equations are used toatdse and relate field vectors,
current densities, and charge densities at any point inespaany time. These equa-
tions are valid only if field vectors are single-valued, bded, continuous functions of
position and time and exhibit continuous derivatives. Buotstrpractical field problems
involve systems containing more than one kind of materialcdse there exist abrupt
changes in charges and current densities, the variatidmedield vectors are related to
the discontinuous distribution of charges and currentsdmndary conditions. So a com-
plete description of field vectors at any point requires ibthMaxwell’s equations and
the associated boundary conditions. In differential favfaxwell’s equations are written
as

oB
oD
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v-D=q (E.3)
v-B=0 (E.4)

All these field quantities E, H, D, B, J are assumed to be time-varying, and each
is a function of space-time coordinates, Ee= E(x,y,zt). However, in many practical
systems involving electromagnetic waves the time vametiare of cosinusoidal form
and are referred as time-harmonic. Such time variationsegmesented bg!® and the
instantaneous electromagnetic field vectors are relatélaeio complex forms in a very
simple manner.

E(x,y,zt) = Re[E(x,y,2)€/"] (E.5)
H(x,Y,zt) = Re[H(x,y,z)e/*] (E.6)
D(x,Y,zt) = Re[D(x,y,2)e)"] (E.7)
B(x,Y,zt) = Re[B(x,y,2)e/*"] (E.8)

J(x,y,zt) = Re[J(xy,2)e/*'] (E.9)

E, H, D, B, J represent instantaneous field vectors wikileH, B, D, J represent
the corresponding complex spatial forms which are only ation of position. Here we
have chosen to represent the instantaneous quantities bgahpart of the product of the
corresponding complex spatial quantities vetit. Another option would be to represent
the instantaneous quantities by the imaginary producteoptbducts. The magnitudes of
the instantaneous fields represent peak values that atedétethe RMS values by'2.

The Maxwell’s equations in differential form can be writtenterms of the complex
field vectors by a simple substitution.

e Replace the instantaneous field vectors by correspondatgsforms

e Replaced/dt by jw.

v XE=—jwB (E.10)
v xH=J+ jwD (E.11)
v-D=q (E.12)

v-B=0 (E.13)
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E.3 Wave Equation

The first two Maxwell’'s equations (Eq (E.1) and (E.2)) aret finsler, coupled equations;

I.e both unknown fieldsE, H appear in each equation. To uncouple these equations, we
have to increase the order of the differential equationstmisd order. Taking curl on
both sides of each equation,

VXV XE= —u%(v x H) (E.14)
0
vxva:va—keE(vxE) (E.15)

Substituting Eq (E.1) and Eq (E.2) and using the vector itdent

vxvxF:v(v-F)—sz (E.16)
we get
(v-E)—v2%E=— 9 _ sﬁZ—E (E.17)
) 2
V(VH) -VH=VxI -7 (E.18)

Substituting Eq (E.3) and Eq (E.4) in the above equation

V.D:gv.E:q:>v.E:g (E.19)
vV-B=uswy-H=0 (E.20)
and using the constitutive parameter
J=0E (E.21)
we get
1 JE 9°E
2 - — . _ _
VE= 8v q+ MO ot + HE 52 (E.22)
oH 0°H
2y _ a2 hills
VH=uo ot + HE 52 (E.23)
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Equations (E.22) and (E.23) are referred to as vector wavates for E and H. For
source-free regions, g=0.

JE 0°E
VZE:uoﬁJrusﬁ (E.24)
) oH 0°H
For lossless mediay = 0O,
0°E
V2E = e (E.26)
d0°H
v2H = HE— (E.27)

For time-harmonic fields, the wave equations (for souree-fnedia) are

V%E = jw UOE — w’EE = yPE (E.28)

v?H = jw poH — w?ueH = y’H (E.29)
where

V= jwHo— wlue (E.30)

y=a+]B (E.31)

e y= propagation constant
e Q = attenuation constant

e [3=phase constant (or wave number)

If we allow positive and negative values of

. . +(a+jB) for+o
=+/jouo+ jwe = E.32
y==+Vjwpo+jwe) {i(a_m) o -0 (E.32)
For source-free and lossless media,
V2E = —w?ueE = —B2E (E.33)

v?H = —w?peH = —B%H (E.34)
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Equations of the form of (E.33) and (E.34) are known as homeges vector Helmholtz
equations.

The time variations of most practical problems are timexf@ric. Fourier series can
be used to express time variations of other forms in termsmfraber of time-harmonic
terms. For many cases, the vector wave equations reduceutalaen of scalar Helmholtz
equations, and general solutions can be constructed ohdgss to each of the scalar
Helmholtz equations are found.

One method that can be used to solve the scalar Helmholtziequa known as
separation of variables. This leads to solutions which a@oelycts of three functions
(for three-dimensional problems), each function depemndipon one coordinate variable
only. Such solutions can be added to form a series whichsepteery general functions.
Also, single-product solutions of the wave equation regmésmodes which can propagate
individually.

E.4 Rectangular coordinate system

In rectangular coordinate system, the vector wave equaaoa reduced to three scalar
wave Helmholtz equations. Assuming source figge: Q) but lossy mediumd +# 0), both

E andH must satisfy Eqns (E.28) and (E.29). We can consider the¢isnlto E and write
the solution tdH by inspection.

In rectangular coordinates, the general solutiorEpx,y, z) can be written as
E(Xa ya Z) = éXEX(Xa ya Z) + é‘yEY(X7 y7 Z) + éZEZ(Xa ya Z) (E35)

V2E — VPE = 2 (&Ex+ & Ey + 8,E;) — V?(&Ex + &Ey + &,E;) =0 (E.36)

which reduces to three scalar wave equations of

VEx(X.Y,2) — YEx(X.Y,2) =0 (E.37)

V2Ey(%,Y,2) — V’Ey(x,Y,2) = 0 (E.38)

V2EX Y, 2) — VEz(X,Y,2) =0 (E.39)
where

V=jouo+jwe (E.40)
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Equations (E.37), (E.38) and (E.39) are of same form; oncawdisn of any of them
is obtained, the solution to the others can be written byeangpn. Choosingey, in
expanded form

02EX aZEX dEX e
=0

E.41

~VE= Gt 5 (E.41)

Using method of separation of variables, we can assume tofor Ex(X,Y, 2)
Ex(x,y.2) = f(X)g(y)h(2) (E.42)

where thex,y, z variations ofgy are separable. Substituting Eq (E.42) in Eq (E.41),

9°f 9°g d°h
gh——> 2+fhdy2+fgdz—y2fgh_0 (E.43)
Sincef(x), g(y) andh(z) are each a function of only one variable, we can replacegbarti
by ordinary derivatives. Also dividing bjghwe get

1d%f 1d%g 1d?h
+rz =

Tae "gdy? T hdZ (E44)

Each of the terms on the left hand side is a function of onlyglsiindependent variable;
hence the sum of these terms can egdainly if each term is a constant. So Eq (E.44)
separates into three equation of the form,

1d2f

1d?

] dyg (E.46)

1d2h

FOE = V2 (E.47)
In addition

KK+ =Y (E.48)

Eq (E.48) is known as the constraint equation. The solutidtt(E.45) can take different
forms. In terms of exponentialgx) has solution

fl(X) = Ale‘VXx + Ble“’xx (E.49)
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or writing in terms of hyperbolic functions
f2(x) = C1cosh{yix) + D1sinh(yx) (E.50)

g(y) andh(z) can be expressed in exactly the same form, with differenstemits and
roots of the solution.

g1(y) = Ace WY + Be™ WY (E.51)
g2(y) = Cocosh{yy) + Dasinh(yy) (E.52)
hi(z) = Aze Y% ¢ Bgeﬂ’zz (E.53)
hp(z) = Czcoshy,z) + D3sinh(y,2) (E.54)

The appropriate form of, g andh chosen to represent the solutiorigfis decided by the
geometry of the problem. A similar procedure can be usedrigalthe other components
of E i.e Ey andE;. The instantaneous electric and magnetic field componeme
obtained by multiplying the facta®* and taking the real part.

E.5 Cylindrical coordinate system

f Y

]
!
/

V4

yd 0B’

X

Figure E.1: Cylindrical coordinate system and unit vectors

If the geometry of the system is in cylindrical configuratitven the boundary-value
problem forE andH should be solved using cylindrical coordinates. As in negta
lar coordinates, we can consider the solutiorEcdindH will have the same form. In
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cylindrical coordinates a general solution to the vectovevaquation is given by

E(p,9,2) = 8,Ep(p, 9, 2) +89Eq(p, 9,2) + 8:E:(p, @, 2) (E.55)

wherep(rho), ¢(phi) andz are the cylindrical coordinates as shown in fig E.1. From Eq
(E.28)

V2(8pEp + 8gEp + 87E,) = V?(8pEp + 8yEy + &) (E.56)

which does not reduce to three simple scalar wave equattamélar to Eqns (E.37)-
(E.39) because

V2 (8pEp) # 85 V7 Ep (E.57)

V2 (84Ep) # 8y Ey (E.58)
However,

V2(8E,) = 8, V°E; (E.59)

If we consider two different points (points A and B on fig E.19 wan see that direction
of 4, anddy, are different whilea; still has same direction. This means the unit vectors
&, andd, cannot be treated as constants but as functiop.@,z). So only one of the
three scalar equations reduces to

v2E;— VE; =0 (E.60)

In the following discussiony is assumed to be real, to simplify calculation. Using the
vector identity

VE=v(V-E)—v xvxE (E.61)
Substituting for/2E,
V(V-E)-vxvxE=yE (E.62)

Expanding the individual terms we get three scalar partf@réntial equations,

E, 20E
V2E, + (—p—‘z’ - ?0—;) = V’E, (E.63)



Appendix E 233

E 2 JE
2 9 9\ _
VEp+ ( 02 + 02 60 ) yqu, (E.64)
V°E; = VE; (E.65)

Eqgns (E.63) and (E.64) are coupled (each contain more thaelentric field component)
second-order partial differential equations, which agerttost difficult to solve. However
Eq (E.65) is an uncoupled second-order partial differéetiaation. In each of the above
equationss/?(p, @,z) is the Laplacian of a scalar that in cylindrical coordinateees
the form

oy 10%y 9%y
2 il SOl o
92 2 2
2 _o0y 1oy 10w oY
In expanded form Eq (E.65) can be written as
2 2 2
oY Loy 1oy ow_ o, (E.68)

p2 "pop ' p2og? " 922

wherey(p, @,z) is a scalar function representing a field or a vector poteciamponent.
Using the method of separation of variables,

W(p,p,2) = f(p)a(p)h(2) (E.69)

Substituting it in above equation,

0% f 10f 1 9%g
ghﬁpz +ghp R + fhpz 502 + fg=— = y?fgh (E.70)
Dividing both sides byfgh and replacing partial by ordinary derivatives,
2 2 2
1d°f 11df 11 d“g 1dh_y2 (E.71)

TdpZ "Tpdp gp2de? hdZ
The last term on left hand side is only a function of z, so indame way as rectangular
coordinates,

d?h
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wherey? is a constant. Substituting in above equation and multiglyioth sides by?,

p>d?f pdf 1dg B

Now the third term on the left hand side is only a functiorgpto it can be set equal to a
constant-m?e.

d’g

e —ng (E.74)
Let

V=Y (E.75)

Using the two substitutions, and multiplying both sideshe&f Eq (E.73) byf,

d2f+ df +[(ypp)?—m?]f =0 (E.76)

Eq (E.76) is the classic Bessel differential equation watl arguments, and Eq (E.75) is
the constraint equation for the wave equation in cylindrcrdinates.

Solutions to Eq (E.72), Eq (E.74) and Eq (E.76) take the form

f1(0) = Ardm(¥pP) + BrYm(¥pP) (E.77)
or

f2(p) = M (vop) +D1H (vop) (E.78)
and

g1(Q) = Ape™IMP | Byt Im® (E.79)
or

92(@) = Cocogme) + D2sin(mg) (E.80)
and

hi(z) = Age™ 1¥2 - Bget1¥2 (E.81)
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or
hz(z) = Czcoqy;z) + D3sin(y;z) (E.82)

In(Ypp) andYm(ypp) represent the Bessel functions of first and second kind ctisply;
Hr(nl)(ypp) and Hr(nz)(ypp) represent Hankel functions of the first and second kind espe
tively. Although Eqns (E.77) to (E.82) are valid solutioms f(p), g(¢) andh(z), the
most appropriate form depends upon the problem in quesBessel functions are used
to represent standing waves while Hankel functions are tesexpresent traveling waves.
Exponentials represent travelling waves while Trigonorodéanctions represent periodic

waves.

E.6 Bessel functions

The standard form of Bessel’s equation can be written as

d? d
de—)?z/ + xd—z(/jt (X% —v3)y=0 (E.83)

wherev > 0 is a real number. Another useful form is obtained by chamge variable
X = UA and replacingi by x.

X —+xd—X+(x2)\2—v2)y: 0 (E.84)

Whenv is not an integer we can write the solution as

y(X) = Ardy(X)+B1d y(x) forx#0 (E.85)
or

y(X) = Ardy(AX)+Bd_y(AX) forx#0 (E.86)
where

2 (—1)"(x/2)m

W(x) :mZO m!(m+v)! (E.87)
I (X = i (=172 (E.88)

L, m(m-v)!
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m =T (m+1) (E.89)

If v is an integer, then the two functiodg(x) andJ_, (x) become linearly dependent i.e
if v=nwheren=12..

Ih(X) = (—=1)"I(x) forn=1,2,.. (E.90)

As the combination of two dependent solutions of a diffaemquation is itself a solu-
tion, the second solution of Bessel's function is

Jy(x)coqvmr) —J_(X)

o) = sin(vrt)

(E.91)

with
Yn(X) = lim Y, (x) (E.92)

v—n

The functionYy(x) is also called Neumann or Weber function of order zero andteh
by No(x). For integral values of, Y, (x) becomes infinite at =0, so it cannot be present
in any problem for whichx = 0 is included in the region over which the solution applies.
Whenv = nis an integer,

Y(X) = Axdn(X) +B2Ya(X) v =n=0 orinteger (E.93)
So for allv, the general solution of Bessel's equation in the standard fs

y(X) = Cadv(x) + C2Yy (X) (E.94)
or

y(X) = C1dy(AX) +CaYy (AX) (E.95)

Jv(X)is the Bessel’s function of the first kind of orderY, (x) is the Bessel’s function of
the second kind of order andrl" (x) is the gamma function.

Replacing the independent variallen Bessel's equation byx changes the differen-
tial equation to

X2y +xy — (X +v?)y=0 (E.96)

which is called Bessel's modified equation of order This equation has two linearly
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independent complex solutiodg(ix) andY, (ix). Since they are not convenient to use,
they are scaled and combined to give two real linearly inddpet solutions denoted by
ly(X) andKy (x). These are modified Bessel functions of the first and secamdskof
orderv.

X2m+v

W= 2 v mirmev D) (E.97)

Providedv is not an integer, the general solution of Bessel's modifigaa&on can be
written as

Y(X) = Cily(x)+Col_y(X) v #0 orinteger (E.98)

UsuallyKy (x) is used in place of_y (x)

1y (X) = 1y(X)
Kvi¥) =3 ( sinvm (E.99)
In casev is an integer, the functiol, is defined as
o Ty (X) =1y (X)
Kn(X) = ‘I/@n > ( ey (E.100)

The general solution of Bessel's modified equation can bgemrin the form
y(X) = Caly (x) + CoKy (%) (E.101)

with no restriction placed om. When the Bessel's modified equation is written in the
form

Xy +xy — (A% +v2)y=0 (E.102)
its general solution is given by

y(X) = C1ly (AX) +CoKy (AX) (E.103)
The modified Bessel functions are related to the regulard&ssctions as

() = 73 (%) = ["I-u(i%) = "Iu(~ %) (E.104)

v () = "3y (%) (E.105)
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Hankel functions are defined as
HY (30 = 3y (%) + Yo (%) (E.106)

HS? () = 3y (%) — Yo (X) (E.107)

where H\(,l) (x) is the Hankel function of the first kind of order, and H\(,Z) (x) is the

Hankel function of the second kind of order Since both functions contalvy (x), both
are singular ak = 0. The Henkel functions are related to the modified Bessedtions
as

)P (- jx) (E.108)

m. .
Ku(x) = 5] H (3% = 5

2
If the argument is complex (ix>/4), we get Kelvin functions.

ber, (X) + jbei, (x) = J, (xe/4) (E.109)

The modified Bessel function of orderand argument may be defined as the integral
function given by

T
ly(X) = %T/_ne"cose cosve do (E.110)

To obtain the derivatives df, (x), we differentiate both sides of Eq. (E.110) with respect
to x to obtain

T
d|é§(X) = %‘r/ cosB &% cosve do (E.111)
i
T m
dléiX) :% [%T/ X cosf COdV+1)9d9+%T/ gXcoso cofv—1)6do| (E.112)
—TT —TT
dly(x 1
éf() = 5 llv+100 +1v-1(x)] (E.113)

Eq. (E.113) is valid fov > 1. Forv =0,

dlo(x)
dx

—11(%) (E.114)

Similarly,

%Io(\fij) = /jwli(y/jwx) (E.115)
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E.7 Retarded potentials

The potential functiong and® for time-varying fields are called the retarded potentials.
The magnetic vector potentidlis defined in terms of the magnetic field dendsty

B=vxA (E.116)

Substituting this in the Maxwell’s equation Eq. (E.1)

vxE:—%(va) (E.117)
v x (E+ ’;—At\) =0 (E.118)

Eq. (E.118) says that the curl of some vector is zero, whicamaghat the vector can be
derived as the gradient of some scalar. If we assume theielpotential® as the scalar
function

e+ o (E.119)
at
oA
E=—vo_22 E.12
\Y4 n (E.120)

Substituting Eqg. (E.120) in Eqg. (E.3) we get

4 q
PP (T A)= 2
VP t(v A) - (E.121)

ReplacingH by B in Eq. (E.2) and substituting Eq. (E.116) and (E.120) we get

0P\ d%A
VXYV XA=uJ— e [V (ﬁ)—kw} (E.122)
or
0P\ d%A
. —_— 2 — J— [ _
V(V-A)—VA=pl—pue {v(dt ) + atZ} (E.123)

Eq. (E.121) and Eqg. (E.123) can be further simplified if werteA. To completely
define a vector, we have to specify both its curl and divergemd its value at any one
point. The curl ofA is already defined, so if we choose the divergence as

v-A= —usﬁ (E.124)
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we can simplify Eq. (E.121) and Eq. (E.123).

PR q
2y - __4
V- pE—s . (E.125)
0°A
VA — HE— s =~ (E.126)

The potentialA and® are now defined in terms of sourcésndq and can be used to
derive the electric and magnetic fields.

For static fields the derivatives with respect to time wiltbme zero and Eq. (E.125)
and Eq. (E.126) reduce to

2P = _g (E.127)
V2A = —ud (E.128)

For fields that are time-harmonic, Eq. (E.125) and Eqg. (BE.¥@6become

720 — gD = _g (E.129)
V2A — guw?A = —pd (E.130)
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